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Abstract

A quick glimpse into the literature on heterogeneous catalysis research reveals many
different approaches to developing novel catalysts. This Ph.D. thesis describes an
approach based on applying mass-selected clusters and nanoparticles in model sys-
tems, to gain increased fundamental understanding of relevant catalytic processes.
The thesis opens with a brief introduction to the exponentially increasing global
energy demand leading to the necessary transition to sustainable energy sources,
including chemical energy storage. This is followed by a brief introduction to the
fundamentals of catalysis and the experimental techniques applied in this work.
The subsequent chapters present studies within different topics in catalysis and
will therefore be summarized individually:

Platinum Dissolution During the Oxygen Reduction Reaction: One of
the major degradation phenomena in a polymer electrolyte membrane fuel cell is
dissolution of the platinum based oxygen reduction reaction (ORR) catalyst. To-
gether with other research groups we studied the dissolution of Pt nanoparticles
under ORR conditions using scanning flow cell measurements with online induc-
tively coupled plasma mass spectrometry. Mass-selected Pt nanoparticles from
2-10 nm, combined with simulations and an industrially relevant 2 nm Pt catalyst,
showed that the dissolution rate is proportional to the edge-to-edge interparticle
distances. Furthermore, the mass-selected Pt nanoparticles were used to show that
the standard dissolution testing protocols create a misleading volcano shaped par-
ticle size effect.

Benchmarking the Hydrogen Evolution Activity of Platinum: Platinum
is an excellent catalyst for the hydrogen evolution reaction (HER), but its natural
abundance is far from ideal for the necessary terawatt scale applications. Instead
many novel HER catalysts based on earth-abundant materials are being reported
with misleading claims of platinum-like activity based on the overpotential at 10
mA /em? geometric current density, 70,4 /em2- A mass-selected 3.8 nm Pt nanopar-
ticle "benchmark” catalyst is used to show, that this metric is heavily affected by
the amount of catalyst material loaded onto the working electrode. Meanwhile,
catalyst loading is rarely reported in literature, leading to erroneous comparison.
The "benchmark” catalyst displays 7;gma jem? from 16 mV to 150 mV for catalyst



loadings from 5000 ng/cm? to 13 ng/cm?, measured in a rotating disc electrode
setup. The HER activity is reported as ;9,4 jem2, mass activity and intrinsic ac-
tivity, to allow for proper scientific comparison.

Improving the CO Oxidation Performance of Gold: The lack of stability
of Au nanoparticles during CO oxidation is adressed by alloying Au with Ti. This
study uses a microreactor to investigate the CO oxidation activity and stability
of mass-selected AuTi nanoparticles. Preliminary results show that 2.5 nm AuTi
nanoparticles on a TiO, support are superior in mass-activity compared to Au
nanoparticles of similar size. Additionally, AuTi nanoparticles on an SiO, support
display activities similar to Au nanoparticles on TiO,, support.

Developing a Model System for Single Atoms and Clusters: This chapter
motivates and presents the on-going development of a model system for single atom
and cluster catalysts. The model system is based on anchoring the active species
with nitrogen defects in a highly oriented pyrolitic graphite (HOPG) support. Pre-
liminary results show, that nitrogen defects of different densities can be created by
NHj sputtering. XPS and STM characterization indicates that the defect types are
similar to those observed in different single atom catalysts reported in literature.
Additionally, the ability to measure the electrochemical activity of these model
systems is shown.
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Resumé

En hurtig gennemgang af den eksisterende litteratur omkring heterogen katalyse
afslgrer flere forskellige tilgange til udviklingen af nye og bedre katalysatorer. Denne
Ph.D.-athandling beskriver en tilgang, der er baseret pa at anvende masse-selekteret
klynger og nanopartikler i modelsystemer. Disse modelsystemer bruges til at sgge
den fundamentale forstaelse af nogle fa udvalgte katalytiske processer. Afhandlin-
gen tager udgangspunkt i en kort gennemgang af det eksponentielt voksende globale
energiforbrug, hvilket fgrer til den ngdvendige overgang til bacredygtige energikilder
og kemisk energilagring. De efterfglgende kapitler indeholder studier i forskellige
emner indenfor katalyse og bliver derfor opsummeret individuelt:

Platin oplgsning under reduktionen af ilt: Oplgsningen af platin i katalysator-
en, er en af de storste degraderings-mekanismer i en polymer electrolyt membran
braendselscelle. Vihar, sammen med andre forskningsgrupper, studeret oplgsningen
af platin ved betingelser, magen til dem i en braendselscelle, med teknikken ”scan-
ning flow cell with online inductively coupled plasma mass spectrometry”. Masse-
selekteret Pt nanopartikler med stgrrelser fra 2-10 nm, kombineret med simu-
leringer og en industriel relevant 2 nm Pt katalysator, viste at oplgsningen af Pt
afhaenger af kant til kant afstanden mellem partiklerne. Derudover blev de masse-
selekteret partikler brugt til at vise at de standardiserede testprotokoller skaber en
misvisende vulkanformet stgrrelseseffekt.

Et ”benchmark” brintudviklings studie af platin: Platin er en exceptionel
katalysator til at udvikle brint, men dens naturlige fremkomst i naturen er langt
fra optimal i forhold til den ngdvendige teknologiske skalering til terawatt. I stedet
er der mange forskere, der undersgger katalysatorer baseret pa grundstoffer med en
hgjere naturlig fremkomst. Desveerre, bruger de misvisende data ud fra det overpo-
tentiale der skal til at drive en geometrisk strgmdensitet pa 10 mA /em?, 9;5.,a Jem?
til at argumentere for platinlignende brintudvikling. Her viser vi, ved brug af en
"benchmark” Pt katalysator baseret pa masse-selekteret 3.8 nm partikler, at meeng-
den af katalysator pa elektroden pavirker dette overpotentiale markant. Dette
er seerlig vigtigt da meengden af katalysator pa elektroden sjeeldent rapporteres i
videnskabelige publikationer, hvilket forer til forkerte sammenligninger. ”Bench-
mark” systemet viser 7oy /o2 mellem 16 mV og 150 mV for Pt maengder fra
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5000 ng/cm? til 13 ng/cm?, malt i en roterende disk-electrode. Brintudviklings
aktiviteten er rapporteret i 7o, /em2, Masseaktivitet og intrinsisk aktivitet.

Forbedring af CO oxidering med guld: Den manglende stabilitet af Au
nanopartikler under oxidering af CO bliver adresseret ved at legere Au med Ti.
Dette studier bruger mikroreaktorer til at undersgge CO oxiderings-aktiviteten og
stabiliteten af masse-selekteret AuTi nanopartikler. Indledende resultater viser at
2,5 nm AuTi nanopartikler pa en TiOs support er overlegne i masseaktivitet i
forhold til Au nanopartikler af samme stgrrelse. Derudover viser AuTi nanopar-
tikler pa en SiO, support, en CO oxideringsaktivitet der er sammenlignelig med
Au pa TiO,.

Udviklingen af et modelsystem til enkeltatom- og klynge-katalysatorer:
Kapitlet beskriver den igangveerende udvikling af et modelsystem til katalysatorer
bestaende af enkelte atomer og sma klynger. Modelsystemet bestar af en forankring
af den aktive enhed vha. nitrogendefekter i en ”highly oriented pyrolitic graphite”
(HOPG) overflade. Indledende resultater viser at man kan skabe nitrogendefekter
ved at bombardere overfladen med NH3. XPS og STM karakterisering indikerer
at defekttyperne er magen til dem der er observeret i eksisterende enkeltatoms
katalysatorer. Derudover vises muligheden for at male den elektrokemiske aktivitet
af disse modelsystemer.
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Chapter 1

Introduction

With this introduction I hope to motivate the field of catalysis through an under-
standing of the increasing energy demand and its effect on the climate crisis. This
is followed by a conceptual description of the key concepts in catalysis research,
which will set the stage for the research projects I have partaken in. Finally, I will
give a brief overview of the thesis contents.

1.1 The Problem with Exponential Growth

In 2018 the global energy consumption rate reached 18.6 TW and recent reports
predict it will increase to more than 30 TW by 2050 [I, 2]. The cause of the
increasing energy consumption goes back to the technological advances during the
industrial revolution. They sparked a steep increase in the global population,
which resulted in an increased energy demand. This was further accelerated in the
early 1900’s, when Haber and Bosch discovered and industrialized the fixation of
nitrogen into ammonia using a catalytic process known as the Haber-Bosch Process.
Ammonia is used in fertilizers and the discovery allowed for an increased production
of food to sustain an even larger global population. From 1900 to 2019 the global
population has increased from 1.6 billion to 7.7 billion [3] resulting in a significant
growth in energy consumption as seen in Figure []. However, the increasing
population is not the only cause of the growing energy consumption. From an
economic and political standpoint a stable growth for a country’s gross domestic
product (GDP) is 2-3% each year (5-8% for developing countries)[5]. Studies have
shown a linear correlation between a country’s energy consumption per capita and
the GDP per capita [6]. Thus even as the population growth starts to stagnate,
the energy consumption will continue to increase.

1.1.1 A Need for Sustainable Energy

As is evident from Figure [T.1] the vast majority of our energy consumption is sup-
plied by fossil fuel sources, which poses a problem. The burning of fossil fuels emits



Chapter 1. Introduction

1 1 Our World
Global primary energy consumption
Global primary energy consumption, measured in terawatt-hours (TWh) per year. Here 'other renewables' are
renewable technologies not including solar, wind, hydropower and traditional biofuels.

Other
renewables
140,000 TWh
Wind
Nuclear
Hydropower
120,000 TWh Natural gas
100,000 TWh
80,000 TWh Crude oil
60,000 TWh
40,000 TWh
Coal
20,000 TWh
Traditional
0TWh biofuels
1800 1850 1900 1950 2000 2017
Source: Vaclav Smil (2017) and BP Statistical Review of World Energy CCBY

Figure 1.1: The global energy consumption from 1800 to 2017, color coded by energy
source. Reprinted from [4]

greenhouse gases, which are the main cause of climate change [7]. T will not go into
this topic in further detail, but I will refer the reader to the report of the United
Nation’s Intergovernmental Panel on Climate Change (IPCC), which concludes
with 95% certainty that humans are the main cause of global warming[7]. All the
countries in the world except for Nicaragua, Syria and USA have agreed to the
2015 Paris agreement, thereby promising to: ”holding the increase in the global
average temperature to well below 2 °C above preindustrial levels and pursuing
efforts to limit the temperature increase to 1.5 °C above preindustrial levels.” [§].

Keeping the temperature increase below 1.5-2 °C requires that future energy sources
have a net zero emission of greenhouse gases. These sources are commonly referred
to as sustainable energy sources, the most common being: hydropower, nuclear,
solar and wind. Hydropower is already a widespread source of energy that comes
from building dams to generate electricity and cannot be easily scaled by orders of
magnitude. This leaves nuclear, solar and wind to bridge the 11.4 TW gap from
now to 2050. This corresponds to 400 GW /year of energy production that needs
to be developed. A modern nuclear reactor can generate 1 GW [J], the largest
wind turbine in the world generates 10 MW [I0] and a solar cell plant can generate
around 37 MW per 1 km?, with the largest plants reaching around 2 GW [I1]. For

2



1.1. The Problem with Exponential Growth

one of these technologies to fill the gap requires a daily production of: more than
1 nuclear reactor, 110 of the largest wind turbines in the world or 30 km? solar
cells. There are currently 442 nuclear reactors in the world with an additional 54
under construction, 109 planned and 330 proposed [9]. Considering the capital
costs, a minimum 5 year construction time and gap from the number of planned
to required reactors, it becomes clear that existing nuclear energy technologies will
play a limited role in the future energy supply. While all 3 technologies are far
from matured, it is clear that we will need to fill the gap with a combination of the
three instead of one single technology.

1.1.2 Chemical Energy Storage

One of the major challenges with implementing sustainable energy is the fact that
sustainable energy sources only produce electricity. Meanwhile, electricity only
constitutes around 15% of the total energy consumption [2]. Thus there is a need
to electrify the infrastructure and industries that can be electrified. However, some
industries such as commercial transportation, which consume more than 1.9 TW
[2,12], are not easily electrified and here chemical fuels are more suited. Addition-
ally, solar and wind energy sources are intermittent and the supply occasionally
surpasses demand, but often the opposite is the case as seen for two weeks in
Denmark in 2015 in Figure [[.2]

8-{Denmark, 1st - 14th May 2015

Energy demand

¢
W

Power | GW

Wind power

4 6 8 10 12
Time / days

Figure 1.2: Electricity generated by wind turbines (green) in Denmark for a period of
two weeks in 2015. The intermittency of the power generation means that production
does not follow demand (red). Double the windpower is shown in light blue. Reprinted
from [I3] with data from EMD International A/S.

It is evident from Figure that even if the amount of wind power is doubled,
intermittency remains an issue. Considering these challenges it would be advanta-
geous to be able to produce chemical fuels from electricity. Not only to store energy
for intermittent sources, but also to produce fuels for transportation or other appli-
cations that are not readily electrified. Additionally, excess chemicals can be used
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as feedstock in the production of industrial chemicals and plastics [12].

A viable scheme for implementing a sustainable production of chemical fuels into
a modern infrastructure was presented by Seh and coworkers[I2]. The scheme is

shown in Figure

Upgrading biomass
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hydrogenation

Electricity b
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4 H, storage a
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Battery-, fuel cell- or
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Figure 1.3: Chemical energy storage and fuels production. Reprinted from [12]. With
permission from AAAS.

There are a few requirements when selecting chemicals to act as energy carriers in a
chemical energy storage scheme [12]. First of all, they have to be in a reduced form
to readily react with oxygen from the atmosphere and release the stored energy.
Second, they have to be produced from abundantly available reactants so that
a large-scale integration into the power grid is economically viable. Finally, the
production of the chemical must be through a sufficiently efficient reaction. Two
promising strategies for driving the reaction are:

e Electrochemical reactions: The chemicals are produced by electrolyzers,
which use electricity to drive a reaction between a liquid-phase electrolyte
and a gas.

e Thermochemical reactions: The chemicals are produced in the gas-phase
in large-scale reactors at elevated temperatures and pressures.



1.1. The Problem with Exponential Growth

The most obvious chemical reaction for energy storage is the production of hydrogen
from the electrolysis of water:

2H,0 — 2Hy + Oy (1.1)

This reaction has the major advantage that water is an abundant feedstock, but
the hydrogen gas has a low volumetric energy density and must therefore be com-
pressed before being suited for most applications. Alternatively, hydrogen can be
used to reduce CO or CO through a thermochemical reaction in a large gas-phase
reactor.

Instead of reducing COs; in a gas-phase reaction it can be done electrochemically to
create hydrocarbons or oxygenates. Even products with carbon-carbon bonds e.g.
higher alcohols can be produced. Methanol and ethanol are especially interesting
since they can serve as liquid fuels. The reaction can be generalized through the
unbalanced reaction:

CO; + H,O — CXHyOZ (12)

One of the major challenges in CO5 reduction is the huge spread in possible prod-
ucts such as carbon monoxide, formaldehyde, formate, methane and methanol [12].
Thus tailoring the selectivity of the reaction becomes essential [12].

1.1.3 Releasing the Energy Stored in Chemical Bonds

The most energy efficient way to release the energy stored in a hydrogen bond
is by using a fuel cell. Fuel cells provide a way of releasing the energy stored in
chemical bonds through a chemical reaction and are therefore essential for an in-
frastructure utilizing sustainable energy storage in hydrogen. There are a number
of different fuel cell types, each with their own advantages. For transportation
purposes the most promising type is the polymer electrolyte membrane fuel cell
(PEMFC) due to its fast startup time and high power-to-weight ratio [14]. Recent
developments in battery technology by Tesla Inc. and others, have shifted the focus
of the automotive industry towards battery powered electrical vehicles. However
these vehicles are for some purposes limited in range and charging time along with
concerns regarding lithium resources [I5HI7]. PEMFC vehicles alleviate some of
these shortcomings of battery vehicles [I8], but also provide challenges such as high
cost and lifetime limitations. Therefore some car manufacturers are focusing on
PEMFC vehicles in parallel to batter powered electrical vehicles [19].

To release the energy stored in the chemical bonds, a PEMFC runs the overall
reaction [20]:
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The reaction proceeds in two half-cell reactions, the hydrogen oxidation reaction
(HOR) in Equation and the oxygen reduction reaction (ORR) in Equation

Hy — 2HT +2e” (1.4)

Oz +4HT +4e” — 2H0 (1.5)

There is a 1.23 V potential energy difference between the HOR and ORR[20]. A
PEMFC uses this potential to drive an electron through an external circuit to
power electrical applications such as an electrical car.

Common for all these chemical reactions is that the reaction must be sufficiently
energy efficient to be economically feasible. This is achieved by using a catalyst
when running the reaction and each reaction needs a custom tailored catalyst.
Considering the many different reactions of interest, there are a large number of
research branches in catalysis.

1.2 An Introduction to Catalysis

To understand catalytic reactions one must first consider the energetics of a reac-
tion. An example from [20] is shown in Figure The spontaneous reaction of
reactants A and B to form the product P has one fundamental requirement: the
potential energy of the product must be lower than the two reactants. If this is
the case then there are two overall pathways, one with and one without a catalyst.
Without a catalyst there is a large energy barrier due to breaking existing bonds
and forming new ones. While the energy expensive pathway may be statistically
possible, it is far too inefficient to be viable. Therefore a catalyst is used to cre-
ate an alternate low energy pathway with multiple intermediate steps. Here there
is still a small energy barrier for each step, but when adding them together it is
smaller than the pathway without a catalyst. This is because, when the reactants
bond to the surface of a catalyst, the energy landscape of breaking and forming
bonds changes. For the catalyst to be reused, the product must finally desorb from
the surface so it is available for new reactants. Even if there is a small barrier in
energy to desorb, it is still more efficient compared to the energy expensive pathway.

This cycle leads to the definition of a catalyst: A catalyst is an entity that acceler-
ates the rate of a chemical reaction without being consumed itself [20]. There are
many different entities that can act as catalysts, but from a broader perspective
there are two main classifications: homogeneous and heterogeneous catalysts. A
homogeneous catalyst is a catalyst in the same phase as the reactants and products
e.g. a liquid in a liquid. A heterogeneous catalyst is in another phase than the
reactants and products e.g. a solid that catalyses a liquid or gaseous reaction. In
the following I will focus only on heterogeneous catalysts as this is what I have
worked on throughout my PhD.
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Energy Expensive Pathway

0-0—-0

Low Energy Pathway

Catalyst
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Reaction Coordinate

Figure 1.4: Potential energy diagram of a catalytic reaction. A and B react together
to form P. This can happen without a catalyst through the energy expensive reaction
pathway. Alternatively, A and B can bond to the catalyst surface and react here to
form P. P then has to be desorbed from the surface. This low energy pathway allows for
increased reaction rates. Figure adapted from [20].

1.2.1 Selecting the Right Catalyst

To understand heterogeneous catalysts consider the CO oxidation reaction in equa-
tion [1.6] a thermochemical reaction, which is also the topic of Chapter

2C0O + 0Oy —+2CO9 (16)

Imagine that A and B in Figure are CO and Os reacting to form the product
CO3. While this may seem as an unwanted reaction considering it emits COa,
it is an extremely relevant chemical reaction that takes place in all car exhausts.
CO oxidation can proceed through the Langmuir-Hinshelwood reaction pathway,
where CO and O3 bond to the surface of a metal such as platinum [20]. Oy will
bond strongly to the surface breaking the bond between the two oxygen atoms al-
lowing them to react with CO and form CO;. This requires just the right binding
strength to split the oxygen molecule, but still allow the atoms to react with CO.
Likewise CO, which is a very reactive molecule, must not be bound too strongly
to allow a reaction with oxygen. This principle is a fundamental guiding princi-
ple when designing catalysts, known as the Sabatier Principle [20]. The reactants
must bond ”just right” with the surface to enhance the reaction rate, which can be
visualized by plotting the reaction rate against the binding energy of the interme-
diates. Since CO oxidation has two different reacting species this becomes a two
dimensional (2D) contour plot as seen in Figure These plots are commonly
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Figure 1.5: a) The calculated reaction rate of CO oxidation on different metal catalysts
plotted against the binding energy of CO and O. Figure adapted from [2I]. b) Volcano
plot of HER activity for metals and MoSz. Reprinted from [12]. With permission from
AAAS.

referred to as volcano plots. From the 2D volcano it is evident that under these
conditions, Pd and Pt are good CO oxidation catalysts.

Alternatively the Sabatier principle can be understood by examining the electro-
chemical hydrogen evolution reaction (HER) which is one half-cell reaction in the
electrolysis of water and the topic of chapter [l The reaction can be split into two
steps, with two different reaction pathways for the second step [12]:

First step: 2HT + 2% 4+2e¢~ — 2 Hx
Second Step:
Tafel : 2 Hx — Ho

Heyrovsky : Hx + HY + e~ — H,

(1.7)

Here the * denotes a binding site, while Hx denotes a hydrogen bound to a binding
site. The reaction proceeds by first binding protons to the surface sites in a Volmer
step [I2]. Then either two bound hydrogen atoms react to form molecular hydrogen
through a Tafel step or a bound hydrogen atom reacts with a proton to form
molecular hydrogen through a Heyrovsky reaction [I2]. The atomic hydrogen must
bind to the surface, while still allowing it to react to form molecular hydrogen
and desorb. As there is only one intermediate the volcano plot becomes a one
dimensional volcano as seen in Figure [[.5b] From the plots in Figure [L.5] it is
obvious that Pt is a great catalyst for both CO oxidation and HER, and it is.
However, these are two relatively simple reactions and we are not always so lucky
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with the binding energy of materials.

1.2.2 Challenges in Catalyst Optimization

One major challenge when designing new catalysts is that the changing of the
binding energy towards one intermediate, will change the binding energy of other
intermediates bound through the same atom. This is an issue for the ORR which
has the O, OH and OOH intermediates all bound through the O atom. As a result
the binding energy of individual intermediates cannot be tuned independently, re-
sulting in a linear scaling relation of the binding energies as seen in Figure[I.6] The
gibbs free binding energy (AGoon) for OOH scales with AGop along the black
line. Consequently the scaling of the binding energies determines how close to the
optimum, the binding energy can be tuned. Any deviation from the optimal bind-
ing energies, will result in a decrease in the energy efficiency of the reaction. In an
electrochemical reaction this effectively means having to apply a larger potential
to drive a reaction, thus wasting power. The increase in electrochemical potential
compared to the theoretical limiting potential is termed the overpotential and is
used to compare the activity of catalysts. In thermal catalysis it translates into us-
ing higher temperatures and pressures to accelerate the gas-phase reaction. Again
this effectively is a loss in power efficiency for the reaction. Therefore, breaking
these scaling relations is one of the major goals of state-of-the-art catalysis research.
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Figure 1.6: Linear scaling relations of the gibbs free energy of OH and OOH binding
for the ORR. The scaling relations dictate the achievable reaction potential compared to
the theoretical limited potential. Reprinted from [22].
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1.3 Catalysis at the Surface

The reacting molecules bond to the surface of catalysts, making the surface proper-
ties of the catalysts extremely important. Additionally an increase in surface area
results in more active sites available for reactions. Therefore another strategy for
increasing the activity of a catalyst has been increasing the available surface area
per volume of the catalyst material [12 23]. Furthermore, since many state-of-
the-art catalysts are composed of non-abundant elements, this is also necessary to
increase the economic feasibility of catalytic processes. This has lead to the devel-
opment of smaller and smaller catalyst particles since the surface area to volume
ratio for e.g. a sphere with radius r scales as:

A

v
Consequently the smaller the particle, the more of the material is utilized. This
has lead to the development of nanoparticle catalysts. Nanoparticles are defined as
particles in the size range of 1-100 nm and have many different shapes. Ultimately
the most efficient use of material is the dispersion of single atoms, which is also the
focus of chapter [6] in this thesis.

(1.8)

= | =

1.3.1 Nanoparticle Structure

The structure of a crystalline metal nanoparticle is determined by the balancing of
the surface energies of its different crystalline facets. The structure can be derived
from the Wulff Construction [20], which assumes that the distance from the center
of a particle to a specific facet is proportional to the free surface energy of the facet.
Thus facets with low free surface energy will dominate the surface. Furthermore,
if the particle is supported on a surface, the structure can be truncated by wetting
of the surface, depending on the interface energy [20]. The free surface energy of
crystalline facets depends on the presence of any adsorbates. As a consequence,
the structure of a nanoparticle depends on the surrounding gas and will differ from
vacuum to reaction conditions [20] 24].

For metals, the facets with the lowest free surface energies are mostly the closest-
packed facets [20]. The surface of metal nanoparticles is therefore dominated by
these facets as seen in Figure [I.7] showing a schematic Wulff construction of a Pt
nanoparticle with the (100) and (111) facets having the lowest surface energies.
Atoms on the different facets and in the interfaces between facets are coordinated
to a different number of neighbouring atoms and are color coded based on their
coordination number (black=9, grey=8, blue=7, red=6). The lower coordinated
atoms such as steps and kinks have been shown to exhibit stronger binding energies
[25], which has been described in the d-band model by the smaller overlap of d-band
electrons that play a role in the binding of molecules to the surface [20] 26].

10



1.4. Thesis Contents

@ (111) @ (100) @ step @ Kink

Figure 1.7: Wulff construction of a 3000 atom platinum particle with (111) and (100)
facets, steps and kinks. Image courtesy of Karl Toudahl.

Particle Size Effects

As particle size decreases below tens of nanometers, the distribution of the differ-
ent undercoordinated sites increases. This is a consequence of not having enough
atoms to form the low energy facets. Since the various undercoordinated sites have
different binding energies, it is possible that the particle size affects the catalytic
properties. This is known as a particle size effect and has been demonstrated
for nanoparticles for several different reactions e.g. CO oxidation on Au particles
[27, 28] and Pt,Y for ORR [29] among others. When the particle size is reduced
further below 1-2 nm, the particles reach a size regime where quantum mechanical
effects may affect the catalytic properties [30, BI]. Particles of these sizes are com-
monly referred to as clusters. In this size regime, several observations of size effects
have been reported with observations of considerable differences in catalytic activ-
ity from adding a single atom [32H34]. Consequently, controlling nanoparticle and
cluster size is a vital part of investigations into fundamental catalytic properties.

1.4 Thesis Contents

As described above, the choice of material and particle size strongly affects the
catalytic properties of a nanoparticle. Due to the nanometer size range of cata-
lysts, proper characterization is necessary to check the structure of the synthesized
catalysts. Additionally, due to the structural complexity of industrial catalysts,
nano-scale characterization is difficult. As a result there is a need for well-defined
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model systems that can be thoroughly characterized, especially as particle sizes
approach single atoms. Thereby, model systems can be used to understand funda-
mental catalytic trends that can aid in the development of industrial catalysts.

There are different routes to creating model systems for catalysis. Particles of a
specific size can be synthesized via colloidal wet chemistry procedures, typically
using capping agents. These risk leaving chemical residue from the synthesis, on
the surface of the particles. Instead, a more physical approach is the use of a
ultra-high vacuum (UHV) based cluster source. A cluster source generates a beam
of nanoparticles or clusters that can be filtered based on their mass, resulting in
a narrow particle size distribution. This technique is not capable of synthesizing
catalysts at a rate relevant for industrial applications, but due to its narrow size
control and no risk of chemical residue, it is ideal for creating model systems. The
purpose of my PhD has been the development of novel model systems using the
Nanobeam cluster source and the adjoining Omicron UHV chamber. The thesis
structure is described below:

Chapter 2 describes the experimental equipment and techniques that have been
used to produce the results presented in the thesis. The chapter focuses on the
synthesis and characterization techniques that I have worked with. Meanwhile
techniques for testing catalytic performance are briefly introduced to the degree
necessary to understand the results of the following chapters.

Chapter 3 examines the dissolution of Pt nanoparticles under ORR conditions.
The work was a collaboration with several research groups, including Daniel Sand-
beck and Serhiy Cherevko at the Friedrich-Alexander-University Erlangen-Niirn-
berg. We investigated how the distance between the catalytic Pt nanoparticles
affects the dissolution of Pt by combining results from simulations, a model system
and an industrially relevant system. Additionally, using the model system we ex-
plored a possible particle size effect. The collaboration resulted in two manuscripts,
which have been submitted and are appended in the thesis.

Chapter 4 describes a benchmark study of how the overpotential for HER cat-
alysts is affected by the amount of catalyst that is used, prompted by a recent
comment in Nature Energy by Kibsgaard and Chorkendorff [35]. The results are
set into perspective of the many studies on earth-abundant HER catalysts claiming
platinum-like activity. This work is currently being written into a manuscript for
publication.

Chapter 5 describes the development of a AuTi catalyst for CO oxidation. Au
nanoparticles are a well known low temperature catalyst for CO oxidation that
suffers from instability issues. This study examines the possibility of increasing
the stability and activity of Au nanoparticles by self-anchoring using AuTi alloy
nanoparticles. The project is still on going, but interesting preliminary results are
presented and discussed.
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Chapter 6 focuses on developing a model system for single atom and small cluster
catalysts anchored by nitrogen coordination on a carbon substrate to be used for
electrochemical reactions. The chapter describes the motivation behind choosing
this specific model system along with preliminary results. The development is still
in the early stages, but as the results will show, significant steps have been taken
towards creating the model system.

Chapter 7 provides a brief summary of the main research results from the previ-
ous chapters.

All of the studies mentioned above were a collaborative work between myself, col-
leagues in our group and other groups. I will convey the entirety of the results, but
with a focus on the synthesis and characterization parts that I have contributed to.
The deposition conditions for producing Pt nanoparticles for the work in Chapter
3 and 4 were already developed in the group when I started. However to obtain
homogeneous coverages my colleague Jakob Ejler Sgrensen and I developed a ras-
tering technique, which greatly improved the coverage homogeneity. Deposition
conditions and procedures for AuTi nanoparticles (Chapter 5) and Pt single atoms
and clusters (Chapter 6) were not previously known. I therefore developed these
during this work. Additionally, the simulations presented in Chapters 3 and 4 were
developed by myself with help from Jakob Ejler Sgrensen.
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Chapter 2

Experimental Techniques

This chapter describes the working principle and operation procedures of the Nanobeam
cluster source and Omicron UHV system, that I have used to produce the model
systems reported in this thesis. Apart from operating the equipment I have also
been responsible for maintenance and improvements of the cluster source together
with Ph.D. student Jakob Ejler Sgrensen. Additionally, I will describe the experi-
mental techniques that I have used to characterize the model systems and briefly
explain the methods used by my colleagues to test the catalytic performance of the
model systems.

2.1 The Ultra-High Vacuum System

The main part of my experimental work has been on the UHV system called ” Omi-
cron”. Working in UHV is necessary when studying the surface of catalysts since
ambient conditions contaminate the surface instantaneously. Additionally, many of
the techniques explained in the following only operate in UHV. The setup consists
of 3 main parts: the preparation chamber, the analysis chamber and the Nanobeam
cluster source as shown in Figure [2.1

The base pressure in the Omicron system is on the order of 107!° mbar and is
maintained by a combination of turbo pumps, ion getter pumps and titanium sub-
limation pumps. The pressure is monitored by three ion gauges, one in each part of
the system. Samples are loaded into the system using a load lock that is connected
to the preparation chamber. After pumping down for 1 hour, the load lock can
load up to 3 samples into the chamber without compromising the chamber pressure.

Once samples are loaded into the preparation chamber they can be sputtered by
ion bombardment with 6.0 purity Argon or 3.8 purity NHs. Ar is used for cleaning
the sample with sputter times of 10-40 minutes, at a sample current of ~ 1 yA and
an ion energy of 1 keV. NHj3 sputtering is used to create nitrogen defects in carbon
materials with sputtering times from 10 seconds to 10 minutes, at ion energies of
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Omicron setup

7'y

Analysis Preparation
chamber ¢hamber Nanobeam Cluster Source

Figure 2.1: The Omicron UHV system consisting of the preparation and analysis cham-
bers connected to the Nanobeam cluster source. The samples are prepared and deposited
in the preparation chamber and moved to the analysis chamber for characterization with
XPS, ISS and SEM.

150-1000 eV and sample currents of 0.08-2 pA. The main stage in the preparation
chamber is also equipped with a pyrolitic boron nitride heater, capable of heat-
ing the sample up to 700 °C. Another smaller chamber that is connected to the
preparation chamber is a temperature programmed desorption (TPD) chamber,
which is still under development. From the preparation chamber, samples can be
transferred into the analysis chamber while in UHV.

The analysis chamber is used for sample characterization and is equipped with a
Omicron NanoSAM hemispherical analyzer, a SPECS XR50 x-ray lab source, an
Omicron ISE 100 ion-gun and an Omicron/Zeiss Gemini scanning electron micro-
scope with in-lens secondary electron detector. This allows for sample characteriza-
tion using X-ray Photoelectron Spectroscopy (XPS), Ton Scattering Spectroscopy
(ISS) and Scanning Electron Microscopy (SEM).

2.1.1 The Nanobeam Cluster Source

A cluster source is an instrument that creates a beam of nanoparticles or clusters
that can vary in size from single atoms up to tens of nanometers in diameter. It
relies on gas-phase aggregation of smaller species, which was first reported in 1986
by Yatsuya and coworkers [36]. However, there are different methods to supply
these small species to the aggregation zone [37]. The Nanobeam cluster source
(Nanobeam 2011 from Birmingham Instruments) uses magnetron-sputtering which
was reported to be advantageous for many metals and alloys compared to thermal
evaporation [38,89]. After particle growth a lateral time-of-flight mass filter is used
to obtain a narrow particle mass distribution, similar to the setup first reported
by Palmer and co-workers [40]. A schematic of the working principle is shown in
Figure The following subsections describe the details of the Nanobeam cluster
source along with many of the operational procedures developed in this work.
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_ Time-of-Flight
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Figure 2.2: The Nanobeam cluster source uses magnetron sputtering to sputter atoms
off a target. The atoms aggregate into clusters and nanoparticles, which are accelerated
and focused into the lateral time-of-flight mass filter, that filters the particles based on
the mass to charge ratio. Particles of the desired mass are subsequently deposited on a
substrate. Image courtesy of Jakob Kibsgaard.

Magnetron Sputtering and Gas-phase Aggregation

The synthesis of nanoparticles from gas-phase aggregation requires a feed of atoms
or clusters of atoms of the desired material to form larger particles. Magnetron
sputtering is an efficient method to sputter atoms off of a disk of material, that
can function as building blocks. A schematic of the magnetron sputtering concept
is shown in Figure [2.3

Magnetron sputtering begins by applying a bias (= 250 V) to the target, which
for all the work in this thesis is a metal. Ar is lead into the chamber through a
flow controller at 10-100 SCCM around the target. When a current passes through
the gas, a glow discharge is ignited. This creates a region close (<1 mm) to the
target called the cathode fall [37]. Here a strong electric field accelerates the ion-
ized Ar™ ions onto the target. This serves two purposes: it creates electrons that
help to maintain the plasma discharge and it knocks atoms of the target material
into the vacuum. Additionally, a circular array of magnets positioned behind the
target creates a magnetic field through the target. The magnetic field confines the
electrons to the area, where the field lines are parallel to the surface [37]. The Ar™
primarily impinge the target in this area, creating a band of intense sputtering on
the target commonly called a racetrack. The sputtering of atoms in the racetrack
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Figure 2.3: Magnetron sputtering utilizes an array of magnets behind the biased target
to confine a plasma of electrons close to the target. This accelerates Ar™ ions towards the
target, which removes atoms of the material and generates additional electrons to sustain
the plasma. Reprinted from [37].

serves as the feed of building blocks for the gas-phase aggregation.

The gas-phase aggregation occurs in the aggregation zone, where the magnetron
sputtering target is located as in Figure The aggregation zone is pumped
through an exit aperture by a turbo pump in the surrounding chamber and can be
cooled to -196 °C using a flow of liquid nitrogen through the surrounding shroud.
To increase aggregation into nanoparticles, He is flowed into the aggregation zone.
This serves two purposes: He increases heat transfer from the cooled chamber walls
to the atoms and clusters and He atoms serve as nucleation centers for the metal
atoms. The aggregation process begins with the formation of a metal dimer, but
due to the conservation of energy and momentum a single collision between two
metal atoms cannot create a dimer. Therefore dimers are created in a three-body
collision with the participation of a noble gas atom [39]:

M+ M+ Ar/He — My + Ar/He (2.1)

After the dimer formation the particles can grow through the addition of single
atoms or cluster-cluster aggregation [37, 39]. Previous work on the Nanobeam
cluster source shows signs of both mechanisms. The dominating mechanism likely
depends on the material and the conditions in the aggregation zone.

Due to its low mass, He does not contribute significantly to the sputtering process.
Therefore the He flow allows for separate control of the sputtering and aggregation
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process. The pressure in the aggregation zone during operation is in the range of
0.01-1 mbar and can be tuned by the adjustable circular exit aperture. Meanwhile
the pressure in the surrounding chamber is around 10~* mbar, creating a gas
flow that carries the particles out of the aggregation zone before undergoing a
supersonic expansion. At supersonic velocities, the particles no longer aggregate
and the outer boundaries for the mass distribution are set. A number of the
particles exiting the aggregation zone are electrically charged, primarily with 1
elementary charge. Previous studies have shown that the ratio of neutral, positive
and negative particles is evenly distributed at 1/3 each [39], but our experience
on the Nanobeam cluster source indicates that nanoparticles >2 nm are negatively
charged, while single atoms and clusters up to 10 atoms are positively charged. The
range between 2 nm and 10 atoms is difficult to produce with the current setup of
the Nanobeam cluster source.

Lateral Time-of-Flight Mass Filtering

The charged particles exiting the aggregation zone can be focused and accelerated
by using electrostatic lenses. Before entering the mass filter they are accelerated
by a potential of 500 eV and focused into a narrow beam by a series of ion optic
lenses. When a particle with charge ¢ and mass m enters an electric field F it will
experience an acceleration:

_qE
7m

a (2.2)
Since particles of the same mass to charge ratio () experience the same accelera-
tion, it is possible to filter the particles in the lateral time-of-flight mass filter seen

in figure

Plate 2

Low m/q 4 i Filtered beam out
—
High m/q ¥ r
1
Unfiltered beam in
— |
Plate 1

Figure 2.4: The lateral time-of-flight mass filter applies a short pulse to plate 1 displacing
the unfiltered beam laterally followed by a pulse on plate 2. This results in a vertical
distribution of particles based on %. The particles are subsequently filtered by an exit
aperture.

19



Chapter 2. Experimental Techniques

This type of time-of-flight mass filter was first described by Issendorf and Palmer
in 1999 [41]. As seen in Figure an unfiltered beam of charged particle enters
through an entrance aperture and a short high-voltage pulse is applied to plate
1. The particles experience a vertical acceleration which varies based on their ™.
Shortly after, another similar pulse is applied to plate 2, which decelerates the par-
ticles vertically and returns them to their original horizontal trajectory. However
they are now displaced laterally based on their %. Subsequently, the particles can
be filtered by applying a narrow exit aperture. The filter and entire system of
ion optic lenses can be run at both positive or negative potential to select either

positive or negative particles.

As mentioned above, most of the charged particles carry one elementary charge,
resulting in a filtering that is effectively based on the particle mass. However there
are some particles that are double charged. Particles of 22—7[;’ will be filtered similarly
to ™ and therefore it is possible to get particles through the filter with double the
desired mass. This is unavoidable and something that must be addressed when
tuning the cluster source before depositions.

The high voltage pulses are applied consecutively at a high frequency, with the pulse
duration determining the selected mass. Thus by scanning the pulse duration, a
mass scan can be performed. The mass filter on the Nanobeam is able to filter
masses from 30 amu - 20 million amu. The mass resolution of the filter can be
tuned from - = 20-100 by changing the size of exit aperture. It was set to 20
under normal operating conditions to maximize the beam current and enable faster

deposition times.

Deposition Current and Bias

The filtered beam of mass-selected nanoparticles exits the clustersource into the
preparation chamber. The final lens is an einzel lens, which serves to focus the
beam into a spot. Approximately 2 cm from the einzel lens sits a metal plate
known as the aperture flag. The aperture flag is isolated from ground through an
electrometer, which measures the current between the flag and ground. When the
charged particles impinge the flag they are neutralized, generating a neutralization
current measured by the electrometer. The current is a measurement of the flux
of particles onto the flag and by integrating the current over time we are able to
calculate the amount of particles that have landed on it. It is therefore also referred
to as the deposition current and is used to optimize the deposition conditions be-
fore depositions. Below a solid part of the flag there are three circular apertures
with 1, 4.5 and 9 mm diameter respectively. When depositing particles, the sample
substrate is placed behind one of the apertures to have a well-defined deposition
area and the current is measured on the sample instead of the flag. Knowing both
the deposition area and the total number of deposited particles, it is possible to
very accurately calculate the coverage of particles on the substrate.
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Since the particles exiting the cluster source are at a beam potential of 500 eV they
are quickly slowed down, when approaching the flag. This causes an increase in the
beam spot size that can be minimized by applying a bias to the flag and sample.
The bias has the same polarity as the lenses (opposite polarity of the particles) and
ranges from 1.5 to 48 V. In practice this is achieved by placing a battery or a number
of batteries in series between the flag/sample and the electrometer. Batteries are
used because they can maintain a stable and noise-free potential at the deposition
currents typically achieved (5 pA- 1 pA). The amplitude of the bias is not entirely
determined by its ability to attract the charged particles, but also by its influence
on the particle impact on the substrate. If the particles have sufficiently large
kinetic energies they can be annealed, shatter or be implanted into the substrate
upon impact [42] [43]. This regime is known as "hard landing”. Meanwhile if the
kinetic energy per atom is below the cohesive energy of the particles they are said
to be ”soft landed” [44]. The transition from hard to soft landing is not widely
agreed upon, but we regard landing energies below 1 eV /atom to be in the soft
landing regime. Throughout this work a 48 V bias has been used for the deposition
of nanoparticles, which for all nanoparticle sizes is well within the soft landing
regime, while for single atoms and small clusters a 1.5-18 V bias was used.

Deposition Procedure

Before beginning a deposition, the conditions in the aggregation zone and the lens
settings have to be tuned. The conditions include a number of parameters:

e He Flow: Increasing He flow generally shifts the mass distribution to lighter
masses.

e Ar Flow: Increasing Ar flow increases the sputtering rate, shifting the mass
distribution to heavier masses depending on the He flow relative to the Ar.

e Pressure: is influenced by the Ar/He flow and independently tuned by the
adjustable exit aperture of the aggregation zone. If all other conditions are
held constant, increasing the pressure shifts the mass distribution towards
heavier masses.

e Temperature: The temperature can either be room temperature or -196
°C as there currently is no way to stabilize the temperature between these
values. To produce nanoparticles and clusters, the cluster source must be
cooled, while single atoms can be produced at room temperature.

e Magnetron Power: Increasing magnetron power increases sputtering rate,
its effect depends entirely on the combination of Ar/He flow.

e Lens Potentials: are generally easier to tune since the effects are instan-
taneous compared to the effects of the other tuning parameters which take
time to stabilize. Tuning the lenses leads to increased deposition currents and
can shift the mass distribution slightly, due to the fact that it increases the
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transmission of specific masses. The lenses are a vital part of the tuning and
incorrect lens potentials can reduce the current by many orders of magnitude.

The deposition conditions are tuned by measuring the deposition current on the
flag while scanning the transmitted mass of the mass filter. This mass scan results
in a mass profile as seen in Figure showing the current as a function of par-
ticle mass. Each parameter is tuned individually by observing the change in the
current. While general trends as described above are observed, tuning is a brute
force method that is not always reproducible due to the geometrical changes of the
racetrack. Therefore, previously successful settings are used as initial conditions
and then tuned to increase the current for the desired mass. The temperature mea-
surement is placed close to the liquid nitrogen shroud, which can give an incorrect
temperature readout since it will be the first part to cool down. This causes drift
in the mass profile throughout a deposition as seen in Figure Since the mass
profile cannot be monitored during deposition, a mass scan is performed after de-
position to check for a mass profile drift. To avoid such a drift we recently adopted
a procedure of cooling the cluster source for 2-3 hours before depositing samples.
As seen in Figure the procedure significantly reduced the mass profile drift.
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Figure 2.5: Mass scans before and after deposition: a) Deposition has been started as
soon as the cluster source is cooled. b) The cluster source has been cooled for 2 hours
before starting the deposition.

The goal of tuning the conditions is not only to increase the deposition current,
but also to minimize the relative intensity of the double mass particles to reduce
the amount of double mass particles that are deposited. Generally we aim for an
order of magnitude difference between the single and double mass currents, but in
practice this can be difficult and occasionally we must accept only a factor of 2 or
5 between the two.

Once a satisfactory mass profile has been acquired, the beam is blanked and the
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current measurement is switched to the sample, while it is positioned behind the
aperture. The beam is unblanked and the sample current is logged until the desired
coverage has been achieved. The coverage is calculated concurrently using a script
on the control computer. Once the deposition is finished, a post deposition mass
scan is performed on the flag. The coverage is calculated by finding the number of
deposited particles and multiplying by the cross-sectional area of a single spherical
particle with the selected mass. Thus a total projected area covered by the par-
ticles is obtained. Coverage can subsequently be calculated by dividing the total
projected area by the total deposition area which is determined by the aperture.

Ensuring Sample Homogeneity

While the final lens of the cluster source serves to focus the beam into a spot, we
discovered that when depositing high coverages, non homogeneous particle distri-
butions were obtained. This is evident in the SEM image in Figure which
shows part of a glassy carbon disc (5 mm in diameter)that has a 20% coverage of
6 nm Pt nanoparticles. There is a very sharp cut off from the bright area, where
Pt particles have been deposited and the dark area, where there are no particles.
Additionally the spot only covers a very small area compared to the entire glassy
carbon disc.
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Figure 2.6: a) SEM image of the surface of a glassy carbon disc with 20% coverage of
6 nm Pt nanoparticles. b) Raster pattern used for creating a homogeneous distribution
of particles. ¢) Atomic concentration of Pt in different spots determined by quantitative
XPS analysis of a 70% coverage of 6 nm Pt particles. The particles were deposited on a
1x1 cm glassy carbon plate with the rastering pattern shown in b.

Together with my colleague Jakob Ejler Sgrensen, I developed a method for raster-
ing the sample in front of the beam to spread out the particles in a homogeneous
distribution. In practice this was achieved by installing two computer controlled
motors on the manipulators, which move the stage the sample sits in during de-
position. The sample can thus be rastered in the plane perpendicular to the beam
trajectory. A more elegant solution would be to raster the beam, but due to ge-
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ometrical restrictions, this is not feasible. To check the effect of the rastering, a
sample with 70% coverage of 6 nm Pt particles was deposited on a flat 1x1 cm
glassy carbon plate. The plate was rastered with the meander pattern in Figure
moving a total of 9 mm in each direction. The raster pattern was repeated
until the desired coverage had been obtained. XPS was used to characterize the
sample homogeneity, by measuring different spots on the glassy carbon substrate
and performing quantitative analysis of the platinum concentration. Figure
shows that a very homogeneous coverage was obtained from the rastering with an
average Pt concentration of 29% + 1%.

Rastering the sample imposes a new problem; the particles are now also landed
outside the sample area onto the stage. This is because the sample is rastered,
but the aperture is not. Not all of the measured charge lands on the sample and
therefore the coverage calculation is incorrect. This is solved by approximating the
spot size and shape of the beam from the SEM image and simulating a deposition
with this beam profile and raster pattern. From this the actual deposition area can
be found and thus the coverage.

2.2 X-ray Photoelectron Spectroscopy

X-ray Photoelectron Spectroscopy (XPS) is a UHV technique used to determine the
chemical composition and oxidation states of the surface of a material. It relies on
using X-rays to generate photoelectrons from the surface and counting the number
of photoelectrons at different kinetic energies. The kinetic energy FEy;, depends
on the X-ray energy hv, the electron binding energy Ep;, and the analyzer work
function ¢ [20]:

Ekin = hl/ — Ebin - ¢ (23)

¢ is a system specific value and is included in the operation software or can be
determined using a specific standard. hv is set by the x-ray radiation, which can
either be a lab source or a synchrotron source. Thus the binding energies of the
emitted photoelectrons can be determined.

Each element emits photoelectrons with a characteristic set of binding energies
creating a fingerprint of the atoms on the surface. Determining the chemical com-
position of the surface is therefore possible [20]. This requires a monochromatic
x-ray source for a constant value of hr. If a synchrotron is not available, X-ray
radiation is generated from a lab source consisting of a metal anode, which is bom-
barded with high energy electrons (10-15 kV, 20 mA) from a heated filament. The
high energy electrons bombarding the surface may remove electrons from the 1s
binding state of the metal. The empty state is filled by the relaxation of electrons
in the 2p;/, or 2pz/p energy levels, resulting in the emission of X-rays with an
energy corresponding to the electron energy loss. These specific transitions are
denoted K,1,2. Our lab source has two different anodes, one coated with Mg and
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one coated with Al resulting in radiation with an energy of 1253.6 eV (0.7 eV full
width half maximum (FWHM)) and 1486.3 €V (1 eV FWHM) respectively [20].
However there are other energy transitions available and the complete emission
spectra is not trivial [45]. The probability of these transitions is lower, for instance
Mg has a second line at 8.5 €V higher than Mg Ka with 9.1% of its intensity. This
results in X-ray satellites in the XPS spectrum if a monochromator is not used [45].

The kinetic energy of the photoelectrons is measured with a hemispherical energy
analyzer. It consists of two concentric hemispheres, slightly displaced and with
a potential difference across that deflects incoming electrons into a circular path.
Incoming electrons of different energies follow trajectories with different radii and
scanning the potential allows different electron energies to pass through an exit slit.
Alternatively a grid at the analyzer entrance slows electrons to the specific pass en-
ergy set by the analyzer potential resulting in a constant energy resolution for the
entire spectrum of kinetic energies. This is called constant pass/analyzer energy
mode and is the standard for operation. After passing the exit slit the electrons are
detected by a secondary electron multiplier. The Omicron system is equipped with
a multichannel detector with 7 electron multipliers, which can be used to scan at
slightly different energies, giving a larger signal-to-noise ratio compared to a single
channel detector.

Despite the X-rays penetrating deep into the sample material, XPS is a surface
sensitive technique due to the mean free path of the photoelectrons which generate
the signal. Figure shows the mean free path of electrons of different kinetic
energies in different materials from a number of different experiments [20].
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Figure 2.7: The mean free path of electrons at different kinetic energies in different
materials. Reprinted from [20].

The detected photoelectrons have energies in the range 20-1400 eV, equivalent to
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mean free paths on the order of 1 nm or &~ 5 monolayers. Thus the photoelectrons
contributing to distinct peaks originate close to the surface. XPS can also be used
for identification of chemical states since they affect the binding energies of an
atom. These can shift up to several eV, typically towards higher binding energies
with increasing oxidation state [20].

The photo emission of an electron can also be followed by the relaxation of an
electron at a higher energy resulting in the emission of a third electron - an Auger
electron. The energy of Auger electrons is independent of the incoming X-ray
energy thus easily identifiable by varying the X-ray energy. Such three-electron
processes are sufficiently likely that they contribute with peaks in the the XPS
spectrum [20].

Quantifying Surface Composition using XPS

The intensity of XPS peaks is proportional to the number of atoms in the sample
contributing to the peak. Therefore the surface composition can be quantified by
integrating peak areas for the different elements in the sample. However, the yield
of photoelectrons depends on the element and electron orbital thus the peak areas
must be scaled with a relative sensitivity factor (RSF) , obtained from standards
or databases [45]. The RSF may also be instrument dependent, in which case they
are supplied by the manufacturer. The ratio between two concentrations in the
sample is given by:

A, /RSF
a _ A/RSH (2.4)
Co AQ/RSFQ
where ¢; is the elemental concentration, A; is the element peak area and RSF; is
the relative sensitivity factor for the specific electron transition.

To obtain accurate peak areas it is often necessary to use peak fitting, since peaks
may overlap and the background contribution must be subtracted. Peaks are fit-
ted using a convolution of a Gaussian function, which captures the broadening
from the electron detection and X-ray line shape and a Lorenzian function which
captures the life-time broadening of the photoelectron emission process [46]. The
background originates from inelastic scattering of the photoelectrons when they
leave the sample. This gives a tail at lower kinetic energies which is best modelled
by the Shirley background. This has been determined empirically and is not a
model derived from physical principles [47].

Due to equipment malfunction on the Omicron UHV system, the XPS presented
in this thesis was also performed on two other instruments. The XPS spectra
presented in Chapter [3] were acquired on a PHI Quantera II scanning X-ray micro-
probe. The XPS spectra presented in Chapter [ were acquired on the ThermoFisher
Thetaprobe. Table[2.I]shows the settings for each system, all spectra were obtained
using an Al K, source.
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Table 2.1: XPS settings for spectra presented in this thesis. Survey scans were used to
obtain information on the different elements in the sample, while detailed scans were used
to resolve specific peaks for quantitative analysis.

Spot | Stepsize | Voltage | Pass Energy
Instrument Scan Type (] | [eV] [kKV] V]
Omicron Survey 2000 | 1 12.5 100
Omicron Detailed 2000 | 0.1 12.5 50
ThetaProbe Survey 400 1 15 200
ThetaProbe Detailed 400 0.1 15 200
PHI Quantera IT | Survey 100 1 15 280

2.3 Ion Scattering Spectroscopy

Ion Scattering Spectroscopy (ISS) also known as Low Energy Ion Scattering (LEIS)
is another UHV technique used to determine the surface composition of a sample.
The technique is based on binary elastic collisions of noble gas ions on surface
atoms. It is an extremely surface sensitive technique and in principle quantifiable,
however this requires an extensive set of standards and has not been performed in
this work. Instead ISS has been used as a tool to detect contamination, deposited
particles and dispersion with a very high sensitivity as low as 0.1% of a monolayer.

The noble gas atoms are ionized and accelerated towards the surface of the sample
using a sputter gun. When the noble gas ions impinge the surface they undergo
binary elastic collisions with the surface atoms of the sample [20]. The reflected
ions can be detected using a bipolar energy analyzer such as the hemispherical
analyzer on the Omicron chamber. During the collision with the surface, 99%
of the noble gas ions are neutralized, thus very few of the incoming ions actually
contribute to the signal detected in the analyzer [20]. Typical incoming ion energies
used for ISS are in the range of 1-8 keV using He', Net, Art or Kr*. In this
thesis all ISS measurements were performed using 1 keV He™ ions, 1 eV steps size
and a scattering angle of 146.7° between the incoming ion beam and the analyzer.
Additionally, the ion beam was rastered in a 1x1 mm area to probe a representative
area on the surface. Assuming only binary elastic collisions, the relation between
the incoming ion mass M; and energy FE;, the surface atom mass M, and the
reflected ion energy E,. can be derived from classical mechanics:

cosf + \/(MS/Mi)2 —sin? 6
Er = X Ei (25)
1+ My/M;

where 0 is the scattering angle and is instrument specific as it depends on the in-
strument geometry. Meanwhile M, and E; are controlled by the user so M; can
be determined. However the binary collision model is not completely accurate and
some inelastic processes may occur during the collision leading to a peak shift to-
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wards lower energies compared to the values calculated from equation

Heavier noble gases like Ar™ and Kr* will cause significant damage to the surface
affecting the surface structure and possibly composition. Instead HeT is used to
provide a "non-destructive” characterization technique that can be performed at
different stages of sample synthesis without affecting the synthesis procedure. Due
to the low mass of He, the energy resolution of ISS at higher masses becomes very
poor considering equation As a consequence, distinguishing elements such as
Au and Pt is not possible. This is a compromise I have chosen to accept since XPS
can be used to distinguish between elements of similar mass.

The extreme surface sensitivity of ISS is in part due to the large neutralization
probability since most atoms passing through the first atomic layer will be neu-
tralized so even if they are scattered back to detector from a subsurface layer, they
are not detected [20]. Additionally the scattering cross sections are large so not
many atoms pass through the first atomic layer. It is however possible to have
some contributions from the subsurface from ions that are neutralized. These pass
through the surface, are scattered by a subsurface layer and reionized when leaving
the surface. This process cannot be described by classical physics and there are no
models accurately describing it [20].

2.4 Electron Microscopy

The term electron microscopy covers a number of different imaging techniques in-
cluding Scanning Electron Microscopy (SEM) , Transmission Electron Microscopy
(TEM) and Scanning Transmission Electron Microscopy (STEM) . Common for
each of these techniques is that they are used to visualize structures on the nanoscale
with resolutions down to 0.8 A. Achieving resolutions on this scale is possible due
to using electrons as the probe instead of visible photons. The wavelength of vis-
ible photons is too large to resolve structures smaller than approximately 300 nm
according to the Rayleigh Criterion [48]. Instead the wavelength of electrons can
be tuned by accelerating them to higher energies to such a degree that the electron
wavelength is no longer the factor limiting the resolution (using the De Broglie
equation a 100 keV electron has a wavelength of 0.004 pm ignoring relativistic
effects)[48].

When electrons interact with a material they can create a large number of sec-
ondary signals as seen in Figure 2.8 Each of these signals give information on
different properties of the sample e.g. chemical, elemental or structural informa-
tion and can be detected in the different types of electron microscopy [48)].

A common feature for the electron microscopy techniques is the ability to use
the emitted characteristic x-rays to determine the elements in the sample. This
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Figure 2.8: High energy electrons interacting with a sample material creates different
secondary signals that can give different types of information. Adapted from [48§]

technique is known as energy dispersive x-ray spectroscopy (EDS) . It is especially
useful in SEM and STEM since here local elemental information can be obtained,
allowing for mapping of the atomic elements in the sample [48].

2.4.1 Scanning Electron Microscopy

In scanning electron microscopy a converging electron beam of 5-30 keV electrons is
scanned over the sample in a rastering motion. The secondary and/or backscattered
electrons are detected using detectors placed to the side of and above the sample
respectively. SEM can be used to image nanoparticles by detecting the secondary
electrons, which provide topographical information due to their low mean free
path. A consequence of their typical energies < 50 eV [48]. Nanoparticles will
emit more secondary electrons than their support and therefore appear bright on a
darker background. SEM imaging was performed on the FEI QuantaFEG with an
Everhart-Thornley detector to detect secondary electrons, this leads to a maximum
resolution of 2 nm [49].

2.4.2 Transmission Electron Microscopy

In transmission electron microscopy a broad parallel beam of high energy electrons
passes through a thin electron transparent sample. All TEM imaging was per-
formed with a primary electron energy of 300 keV. The direct transmitted beam is
detected by an electron detector and several different types of contrast are created.
First there is amplitude contrast, which includes mass-thickness and diffraction
contrast. Mass-thickness contrast arises from incoherent elastically scattered elec-
trons being scattered to angles that are not included in the image generation [48].
It provides information on the mass and thickness of the sample since these pa-
rameters strongly influence the scattering cross section of incoherent elastically
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scattered electrons. Diffraction contrast is generated from electrons that are Bragg
diffracted by a crystalline sample to such high angles that they are not included in
the image generation [48]. Another type of contrast mainly used for high resolu-
tion imaging is phase contrast, which arises from the interference between coherent
elastically scattered electrons and the unscattered electrons transmitted through
the sample [48]. Phase-contrast can provide atomic resolution of lattice planes if
the microscope aberrations are reduced significantly. TEM imaging was performed
on the FEI Titan E-cell 80-300 ST TEM with a post objective lens spherical aber-
ration corrector from CEOS company which has a maximum resolution of 0.8 A.
The TEM images in this thesis are bright field images meaning that heavy /thick
parts of the sample will appear darker. If the images display phase contrast, the
dark or bright parts cannot be directly correlated to atoms, but instead the sam-
ple structure is represented by the periodicity of the contrast. TEM imaging was
performed at DTU and Haldor Topsge A/S.

Since the structure of nanoparticles depends on the surrounding gas [20] [24], prop-
erly characterizing the structure of nanoparticles under reaction conditions requires
in-situ imaging. In-situ TEM can be performed in an enviromental TEM (ETEM)
, where differential pumping allows for a gas pressure of several mbars around
the sample [50]. Additionally, by using micro electro-mechanical systems (MEMS)
based TEM chips like the DENS Wildfire chip allows for heating the sample with
minimal drift compared to traditional bulk heating holders [51].

2.4.3 Scanning Transmission Electron Microscopy

Scanning transmission electron microscopy using a high angle annular dark field
(HAADF)detector is a combination of SEM and TEM. A narrow collimated beam of
electrons converge into a small probe at the sample. The probe is rastered across the
sample and the corresponding intensity of incoherent elastically scattered electrons
scattered to angles > 50 mrad is measured by the HAADF detector [48]. Detecting
these electrons generates a Z-contrast that can be tuned by changing the camera
length of the detector. STEM imaging was performed with a FEI Titan Analytical
80-300 ST TEM equipped with a pre objective lens spherical aberration corrector
and using a primary electron energy of 300 keV. Under optimal imaging conditions
this allows for a resolution of 0.8 A [49], sufficient for achieving atomic resolution
of nanoparticles and even single atoms. Due to Z-contrast, heavier elements will
appear brighter on STEM HAADF images.

Avoiding Beam Induced Effects

Interaction of the high energy electrons with the sample provides contrast for imag-
ing, but can also lead to beam induced alterations of the sample. One commonly
observed effect in all types of electron microscopy is carbon growth from the crack-
ing of hydrocarbons. Additionally in TEM and STEM the electron beam can
induce changes in particle structures [52] and affect the imaging resolution in dif-
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ferent gases in ETEM [50, [63]. Therefore care should always be taken to avoid
beam induced effects in electron microscopy. In practice this was done by using
the minimal beam current and dose rate necessary to achieve sufficient signal-to-
noise ratios and by checking reference areas that were not previously illuminated
by the beam [50} 53].

Other Microscopy Techniques

Apart from the electron microscopy techniques, another type of microscopy that
is useful for visualizing structures with atomic resolution is Scanning Tunneling
Microscopy (STM) . An STM rasters a sharp W or Pt/Ir tip less than 1 nm above
a conducting sample. A bias voltage is applied between the tip and sample that due
to quantum mechanics, allows electrons to tunnel from one to the other [20]. The
current is sent to the feedback loop in the computer which controls the piezoelectric
tubes that move the tip. Since the tunneling current depends exponentially on the
gap distance, the smallest changes in distance can be detected. An STM can be
run in two modes, constant current, where the tip moves to maintain a constant
current while scanning across the sample or constant height in which case the tip
is kept at a constant height and the variations in current are measured. In practice
this maps out the density of states around the Fermi level[20]. This results in
images with atomic resolution of extremely flat samples, however if the surface is
rough then the achievable resolution drops significantly.

2.5 Measuring Catalytic Performance

Testing the catalytic performance of the model catalysts deposited with the clus-
ter source is non-trivial due to the loadings (10-1000 ng) that can be achieved
with the cluster source. Since electrochemical catalysis consists of the transfer of
electrons, this can be measured accurately down to very low loadings. However,
contaminants and mass-transfer effects become increasingly detrimental to catalyst
performance at these loadings. Thermochemical catalysis testing of low loadings is
also challenging due to the large reactor volumes, which make the small amount of
reaction products impossible to distinguish from the background. However if the
reactor volume is reduced then the reaction products may amount to a detectable
concentration. This is the working principle of the microreactor developed in our
group [54], which can be used to measure thermochemical catalysis activity from
cluster source samples.

Throughout the thesis I will use the term catalytic performance to cover both
catalytic activity and catalyst stability as these both are important factors for the
application of a catalyst. I have not performed any catalytic performance testing,
but have been a part of planning experiments and treating data from the different
measurements in close collaboration with my colleagues. I will briefly present the
basics of the different testing methods below.
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2.5.1 Electrochemical Activity Testing

Electrochemical reactions are redox reactions involving the transfer of electrons
between a liquid electrolyte and a solid electrode. A redox reaction can be split
into two half-cell reactions: the reduction reaction, which happens at the cathode
and the oxidation reaction, that takes place at the anode. By applying a potential
between the two electrodes it is possible to shift the reaction equilibrium. Decou-
pling the two half cell reactions requires the introduction of a third electrode, a
reference electrode (RE) as seen in Figure
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Figure 2.9: Sketch of a three electrode cell used for electrochemical testing of model
catalysts. Image courtesy of Taus Holtug.

The catalyst material is deposited on the working electrode (WE) , which is
mounted in a rotating disk electrode (RDE) . This is where the half cell reac-
tion of interest occurs. The other occurs at the counter electrode (CE) , while the
reference electrode is in electrical contact with both the working and counter elec-
trodes. The potential of the WE is measured against the known potential of the RE,
while the current is measured between the working and counter electrodes. Thus
the current generated by the electrochemical reaction can be measured against the
potential that is used to drive it. The RDE setup is used to increase the convection
of electrolyte to the WE, since the mass transport rate can be rate limiting for
the reaction. When initially inserting the WE, the potential is not controlled since
there is no contact through the electrolyte to the RE. The potential the WE expe-
riences initially is in this case the open circuit voltage which depends on the setup
parameters and can be harmful to the catalyst. Therefore a dummy electrode that
is connected to the WE is inserted first. This establishes the potential of the WE
that is then inserted under potential control.
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The standard electrochemical testing procedure is cyclic voltammetry (CV) where
the potential of the WE is scanned from the lower potential limit to the upper
potential limit and back while the resulting current is measured. This is repeated
multiple times to monitor the short term catalyst stability. All potentials in the
thesis are reported in terms of the reversible hydrogen electrode (RHE).

2.5.2 Thermochemical Testing

Thermochemical catalysis measurements were performed in the microreactor, where
gas is flowed in using flow-controllers through channels 1 and 2 as seen in the sketch
in Figure[2.10] These channels join to one and mix the gas in the meander pattern
before entering channel 3. Here part of the gas (<10 %) flows through a capillary
to the reactor volume (indicated by the arrow), the rest flows out through the
channel exit. This channel serves as a gas reservoir that feeds gas to the reactor
volume and the outlet is used to set the pressure in the reservoir using a pressure
controller. Thus the flow rate through the reactor volume cannot be changed by
changing the flow rate of the incoming gasses, but instead the flow rate depends
on the temperature and pressure. Additionally this limits backflow of gas from the
reactor volume. After passing through the reactor volume, the gas exits through a
small capillary in channel 4 and is lead to a quadrupole mass spectrometer. The
capillary ensures that the pressure is reduced sufficiently from the 0.1-2 bar in the
reactor. The reactor has a volume of 236 nL. meaning that even the small loadings
deposited in the cluster source can produce a significant partial pressure of prod-
ucts to be detected. The reactor volume is heated using resistive heating contacts
on the backside of the reactor. The reactor volume temperature is measured using
both a resistance temperature detector (RTD) and a thermocouple. The microre-
actor has been developed over the last 10 years and additional information can be

found in: [55H5T]

Figure 2.10: Picture and sketch of the microreactor developed in our group. The arrow
points to the reactor volume where the catalyst material is deposited.
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Chapter 2. Experimental Techniques

2.5.3 Scanning Flow Cell

Catalyst stability is often tested by running reactions for longer periods of time
in both electrochemical and thermal catalysis measurements. However, during
an electrochemical stability measurement it is not possible to distinguish between
catalyst dissolution and other degradation mechanisms since they all result in a de-
crease in current over time. One way to distinguish between the two is using a ded-
icated setup to measure dissolution. This was done in collaboration with colleagues
at Helmholtz-Institute Erlangen-Niirnberg for Renewable Energy, Forschungszen-
trum Jilich which are now located at the Friedrich-Alexander-University Erlangen
Niirnberg. They have developed a scanning flow cell with online inductively cou-
pled plasma mass spectrometry (SFC-ICP-MS) [58H60].

Measuring dissolution in a standard three electrode cell requires removal of small
electrolyte volumes at different stages of the experiment and then subsequent ICP-
MS measurements. This procedure is simplified by the SFC-ICP-MS setup seen in
Figure[2.11] which is placed on top of the desired WE. Electrolyte flows through the
CE to the WE where the mass-selected particles are deposited. The connection to
the WE is sealed with a silicone ring to determine the WE area(l mm diameter).
After reacting at the WE the electrolyte flows to the ICP-MS where the amount of
dissolved catalyst can be measured extremely accurately (< 0.1 parts per billion).
In this way it is possible to measure even the slightest dissolution while performing
electrochemical measurements.

to
ICP-MS CE:
Graphite,
Pt
RE
)\
2mm

Figure 2.11: Schematic of the SFC-ICP-MS used for dissolution testing. Adapted from
[60].
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Chapter 3

Platinum Dissolution During
the Oxygen Reduction
Reaction

One of the challenges in polymer electrolye membrane fuel cells (PEMFC) is the
stability of the platinum alloy catalyst that accelerates the oxygen reduction re-
action (ORR). The major cause of degradation is the dissolution of the catalyst
material in the acidic electrolyte due to the large range of potentials experienced
during start/stop and operation. This chapter describes a collaborative work, which
examines how varying the edge-to-edge interparticle distance affects dissolution for
two Pt catalysts. One is a model system of mass-selected 1.5M amu (=6 nm) Pt
nanoparticles on a flat glassy carbon support, which is termed the 2D samples due
to a relatively flat structure. The other is an industrially relevant catalyst of 2
nm Pt nanoparticles on a Vulcan carbon support, which is termed the 3D samples.
The dissolution is measured using the SFC-ICP-MS setup described in Chapter
The Pt densities in the two catalysts are compared through the mean edge-to-edge
interparticle distance. Additionally, the 2D samples are used to understand the
effect of nanoparticle size on the Pt dissolution.

This work is the result of two collaborations, the first with colleagues at Forschungszen-
trum Jiilich, Friedrich-Alexander-Universitdt Erlangen-Niirnberg, University of Copen-
hagen, Toyota Central R&D labs, University of Bern, Carl von Ossietzky Univer-
sity of Oldenburg and the Technical University of Braunschweig. This resulted
in the submission of a manuscript titled ”The Dissolution Dilemma for low Pt
Loading Polymer Electrolyte Membrane Fuel Cells”, which is currently submit-
ted to Advanced Energy Materials. The second collaboration with co-workers
at Forschungszentrum Jilich/Friedrich-Alexander-Universitat Erlangen-Niirnberg,
which resulted in the manuscript titled ” The Particle Size Effect on Platinum Dis-
solution: Considerations for Accelerated Stability Testing of Fuel Cell Catalysts”.
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Chapter 3. Platinum Dissolution During the Oxygen Reduction Reaction

This manuscript is currently in review at ACS Catalysis. This chapter is based on
these manuscripts.

I will focus on describing the work that I have contributed to and briefly describe
the parts that I have not, further details can be found in the appended papers. 1
have been responsible for synthesizing the 2D samples using the Nanobeam clus-
ter source and characterizing them with ISS. I visited Erlangen to help determine
the XPS measurement procedure and have carried out all the data treatment of
the XPS spectra on 2D samples. Additionally I have performed SEM and STEM
measurements and data treatment and developed the simulation of the interpar-
ticle distances for the 2D model system. Daniel Sandbeck wrote the introduction
and SFC-ICP-MS results parts of the manuscripts, while I contributed with the
synthesis, characterization and simulation results for the 2D samples and together
we revised the manuscripts.

3.1 Fuel Cell Catalysis

While the hydrogen oxidation reaction (HOR) in a PEMFC proceeds rapidly, the
ORR is slow and requires a suitable catalyst to reduce the overpotential [I2], which
will lower the potential generated in a fuel cell. Currently the state-of-the-art
catalysts for the ORR are Pt-transition metal alloys that have achieved higher
activities than pure Pt [12], 29 [6IH64]. These are typically loaded on to a high
surface area carbon support, creating what is known as the catalyst layer. The
total amount of catalyst, is known as the catalyst loading. Pt catalysts on carbon
(Pt/C) have already been employed in PEMFC vehicles like the Toyota Mirai [19].
However the high price of noble metals constitutes a significant part of the fuel
cell price when the production of fuel cells is scaled up to industrial levels [65H67].
Additionally, Pt is a very scarce material so scaling up requires a significant amount
of the global Pt production, limiting the number of vehicles that can be produced
with the current PEMFC Pt usage [68]. Thus there is a need for reducing the Pt
loading in the PEMFCs.

3.1.1 Challenges in Reducing Platinum Usage

There have been several approaches to reducing the Pt loading in PEMFCs. First,
the development of more active catalysts such as the Pt-alloy catalysts [12 29] [61+
64] and shape controlled nanoparticles [23],[69]. Increasing catalyst activity leads to
lower catalyst loadings and is therefore the focus of considerable amounts of catal-
ysis research. Meanwhile, dispersing the catalyst as nanoparticles and structuring
them for increased activity increases catalyst utilization. Another approach has
been to reduce the thickness of the catalyst layer. Unfortunately, this is detrimen-
tal to catalyst activity at high current densities in membrane electrode assemblies
(MEA) [67, [68]. However, activity is not the only relevant catalytic property to
consider when attempting to lower catalyst loadings. Stability is also important as
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3.1. Fuel Cell Catalysis

it affects the lifetime of PEMFCs and understanding the stability and degradation
phenomena in the existing state-of-the-art catalysts can help with the development
of future catalysts [70]. The degradation of Pt based catalysts in PEMFCs is a
combination of several effects including carbon corrosion, Ostwald ripening, parti-
cle coalescence, particle detachment and dissolution[71]. Of these, Pt dissolution
is the primary degradation mechanism and therefore we have focused on studying
this issue.

Interparticle Distance Effects

Previous studies using online dissolution measurements with a SFC-ICP-MS showed
that reducing the thickness of the catalyst layer lead to a higher specific dissolution
normalized to the electrochemically active surface area (ECSA) [72] [73]. This was
argued to be caused by a shift in the Nernst potential for dissolution due to the
reduced diffusion length, determined by the catalyst layer thickness. The Nernst
potential is shifted because it depends on the concentrations of catalyst ions on
the support surface and in the surrounding electrolyte. When the concentration in
the surrounding electrolyte drops due to diffusion, the dissolution increases. Thus
without further development of the catalyst layer material, reducing the catalyst
layer thickness is not a viable way to decrease catalyst loadings.<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>