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Abstract

The Nitrogen vacancy (NV) center is a novel solid-state sensor for detecting magnetic
fields with high sensitivity and high spatial resolution at room temperature. Such a
magnetometer has potential applications in a variety of fields, including biomedicine,
neuroscience, and nanoscale magnetic resonancemicroscopy. In this thesis, we demon-
strate advances in biomagnetic sensing using an NV magnetometer with sensitivity of
50 pT

√
Hz in the low frequency range. Our experiments show the first magnetic

measurements of optogenetically activated action potential in mammalian muscle tis-
sue. We show that these measurements can be performed in an unshielded laboratory
and that the biological signal can be easily recovered by digital signal processing tech-
niques. In addition, we present the development of a miniaturized diamond NV
magnetometer with nanotesla sensitivity, suitable for detecting a variety of low-level
magnetic fields. Finally, we show the steps towards spatially resolving biomagnetic
fields in a proof-of-principle experiment using a camera with an integrated lock-in
amplifier.
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Resumé

Nitrogen-Vacancy (NV) centeret i diamant er en nyskabende sensor, der kan måle
magnetiske felter med høj sensitivitet og høj rumlig opløsning ved stue temperatur.
Denne magnetsensor har potentielle anvendelser i mange forskellige felter, inklusiv
biomedicin, neurovidenskab og nanoskala magnetisk resonans mikroskopi. I denne
afhandling demonstrerer vi fremskridt inden for biomagnetisk målinger, hvor vi an-
vender en NV magnetsensor med en sensitivitet på 50 pT

√
Hz i lav frekvensområdet.

Vores eksperimenter er de første magnetiske målinger af et optogenetisk aktiveret ak-
tionspotentiale i muskelvæv fra et pattedyr. Vi viser at disse magnetiske målinger
kan laves i et laboratorium, som ikke er magnetisk afskærmet og at det biologiske
signal let kan gendannes ved hjælp af digitale signal behandlingsteknikker. Yderligere
præsenterer vi udviklingen af en miniaturiseret NV diamant magnetsensor med nan-
otelsa sensitivitet, som er i stand til at måle svage magnetfelter fra en række forskellige
kilder. Til sidst viser vi vigtige fremskridt imod et proof-of-princlple eksperiment, der
kan måle biomagnetiske signaler med rumlig opløsning, hvor vi anvender et kamera
med en integreret lock-in forstærker.
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Chapter 1

Introduction

Magnetism was most probably first observed by the ancient Greeks in a form of the
mineral magnetite known as lodestone, which possessed the incredible ability to at-
tract iron. The word magnet itself comes from the Greek term magnētis lithos, “the
Magnesian stone”. In 1820, the Danish physicist Hans Christian Ørsted discovered
that if a wire carrying electrical currents is placed near a compass needle, the nee-
dle will rotate perpendicular to current flow [1]. A decade later, the English scientist
Michael Faraday would discover that a changing magnetic field could induce a cur-
rent in a nearby circuit [2]. These two important discoveries were included in the
equations that govern electromagnetism, Maxwell’s equations.

We know now that magnetic fields can be generated by magnets, electric currents or
by time-varying electric fields. Everyday technologies make use of magnetic fields
or magnetic materials, for instance, computer hard drives that store data by creating
small magnetic domains or industrial electromagnetic cranes that are used for lifting
heavy metal objects.

Electric currents deriving from biological processes, such as neurons firing in the
brain or muscular contractions, are also able to induce weak magnetic fields. The
field of biomagnetism is documenting the existence of these elusive signals that can
give crucial information on the underlying processes in biological systems and in a
wide range of clinical diagnostic situations.
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Chapter 1. Introduction

1.1 Magnetic field sensing

Magnetic field induction can be described in classical terms by the Maxwell-Faraday
law [3] that relates time-varying magnetic fields to spatially-varying electric fields:

∇× E = −∂B
∂t

(1.1)

WhereB andE represents themagnetic field (ormagnetic flux density) and the electric
field respectively. The Standard International (SI) defines the Tesla (T) as the unit
for magnetic B-field, where 1 Tesla corresponds to the field intensity generating one
newton (N) of force per ampere (A) of current per meter of conductor.

As illustrated in Fig. 1.1, compared to the Earth’s static magnetic field, which at its
surface ranges from 25 to 65 uT, brain magnetic fields strengths are measured to be
between 8 and 9 orders of magnitude smaller. Moreover, magnetic noise generated
by electrical devices and moving magnetic objects, encountered in a typical laboratory
environment, is usually a thousand times stronger than any magnetic signal induced
by the activity of neurons within the brain [4, 5]. As such, in order to sense the really
weak biomagnetic signals, very sensitive magnetometers1 are needed

By using magnetometers, we can determine the magnetic flux density at the point
in space in which they are located. For instance, the field generated by a magnetic
dipole’s perturbation usually decays in strength with a factor of 1/r3, where r is the
distance from the source. Thus, distance plays a crucial role in the ability to sense.
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Figure 1.1: Magnetic field sources and strengths. Adapted from [4]

1The terms “Magnetometer” and “Magnetic Sensor” can assume slightly different meanings [6],
however, for the purpose of this work they will be used interchangeably.
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1.2. Magnetometers and their characteristics

1.2 Magnetometers and their characteristics

In general, magnetometers fall into two categories that can differ greatly in terms of
their functionality and operation:

• Scalar magnetometers, that measure only the magnitude of the field passing
through the sensor. Some quantum magnetometers, such as proton procession
magnetometers, are an example of this [6].

• Vector magnetometers, which are sensitive to the strength of different field
components of the B-field. For instance, fluxgate magnetometers can measure
the strength of any component of the Earth’s field just by orienting the sensors
along the direction of the desired component [7].

 Detectable B-Field Range (T)

Magnetic Sensor Technology

   SQUID 

Fiber-optic 

Optically Pumped 

Nuclear Procession 

Search-coil 

Anisotropic magnetoresistive 

Flux Gate 

Magnetotransistor 

Magnetodiode 

Magneto-optical sensor 

Giant magnetoresistive 

Hall-effect Sensors

10-12 10-10 10-8 10-6 10-4 10-2 100 102 104

1

Table 1.1: Range of detectable field amplitudes for different magnetic sensor tech-
nologies. Adapted from [8].

One of the most important parameter used to describe both vector and scalar mag-
netometers is the sensor’s transfer function. It can be defined as the frequency-
dependent function H(ω)[V/T] used to convert the input (magnetic field) to the out-
put (voltage). Another important parameter is the intrinsic noise level of the sensor
and can be represented as an amplitude spectral density (ASD) in terms of frequency-
normalized magnetic field units (T/

√
Hz). The latter can be computed by dividing
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Chapter 1. Introduction

the Fourier transform of the output voltage of the sensor by the transfer function
H(ω) [9].

Directly related to the noise level is the sensitivity of a sensor. It can be defined
as the smallest change in magnetic field (magnitude or magnetic field components)
that can be detected and it is expressed in the same units as the noise level. The
dynamic range instead, can be defined as the ratio between the maximum and min-
imum field strengths detectable by the magnetometer. The sensitivity and the dy-
namic range of magnetometers can also be used as a method of classification. The
magnetometers which measure magnetic fields in the < 0.1µT range are considered
high-sensitivity magnetometers, while those which measure fields in the 0.1µT-1mT
and >1mT ranges are considered medium-sensitivity and low-sensitivitymagnetometers
respectively [9]. In Table 1.1, different types of magnetometers are shown with their
average dynamic ranges.

When magnetic sensors are placed into fields that are spatially inhomogeneous, they
produce a signal proportional to the mean-field value over an effective area or volume,
that is dependent upon the geometry of the sensor. Several sensors are encapsulated
for cryogenic or wiring necessity, this can create dead volumes around the sensor and
therefore limit their spatial resolution. The overall spatial resolution for a square or
circular planar sensor tightly depends on the ratio s = r0/

√
A where r0 is the mean

source-sensor distance and A is the active sensor area. For s ≪ 1 the main limiting
factor is the size of the sensor while for s ≫ 1, the source-sensor distance becomes
predominant [10].

1.3 Highly-sensitive magnetometers

Measuring signals with magnetometers that achieve sub-nanotesla sensitivity involves
dealing with extremely noisy environments. To counteract environmental magnetic
noise, a typical solution that can be adopted is to shield the sensor with a highmagnetic
permeability material (e.g. Mu-Metal). Typically, nanotesla-level shielding is used in
fundamental physics experiments and in biomagnetic measurements like neural imag-
ing [11]. Practical measurements can be far more hostile than working in controlled
and magnetically shielded laboratories; background noise in hospitals, airports, cars
or spacecrafts can be many orders of magnitude higher than the strength of the signal
of interest. Aside from having high signal-to-noise ratio, modern magnetometers are
required to work under harsh physical conditions such as high levels of radiation [12],
vibrations and extreme pressures [13] and temperatures [14]. It is also important to
address the safety and bio-compatibility of sensors for use in biomagnetic studies and
diagnostic: very hot vapor cells or cryogenically cooled devices cannot be placed in
direct contact with living tissues or cells without damaging the sample.
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1.3. Highly-sensitive magnetometers

SQUIDs
Traditionally, the predominant technology for measuring human biomagnetic field
has been liquid-helium cooled superconducting quantum interference device (SQUID)
magnetometers. SQUIDs are high-sensitivity vector magnetometers, with common
noise levels of 3 fT/

√
Hz in commercial instruments and as low as 0.3 fT/

√
Hz in

experimental environments [15]. Josephson Junctions are at the core of a SQUID
and consist of two superconductors coupled by an insulating barrier (also known as
S-I-S junctions). Direct current (DC) and radio frequency (RF) are the two main
types of SQUID: DC SQUIDs operate with two Josephson junctions placed in a su-
perconducting loop; RF SQUIDs works with only one [16].

The most well-known application of SQUID sensors for biomagnetic measurements
is the Magnetoencephalography (MEG) [17], a non-invasive diagnostic test that maps
the magnetic fields induced electric currents in the brain (Fig. 1.2). To maintain
superconductivity, commercial MEG instruments are usually operated at 4.2K with
liquid helium cooling (low Tc SQUID). High-temperature SQUID sensors relying
on liquid nitrogen cooling have also been developed starting from the late 1980’s, but
they have not been employed in commercial MEG systems because their reliability
and noise levels have not yet reached the levels available with low Tc sensors [4].

Figure 1.2: Person undergoing a MEG with SQUID array sensors. From United
States Department of Health and Human Services.
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Chapter 1. Introduction

SERFs
The Spin Exchange Relaxation Free (SERF) atomic magnetometer was originally
proposed by the Romalis Lab at Princeton University in 2002 [18]. Atomic magne-
tometers work by detecting changes in atom energy levels caused by external magnetic
fields. Typically, a near-resonant pump laser is used to excite atoms to high energy
states, which undergo Larmor spin precession. This precession, which is sensitive to
external magnetic fields, can induce a change in the optical absorptive and dispersive
properties of atoms, which can be measured by monitoring the intensity of trans-
mitted light [19]. The SERF magnetometer is an atomic magnetometer that adopts
alkali metals and a pump-probe optical scheme. It operates in the so-called SERF
regime in which the high temperature and high density of atoms is able to overcome
the decoherence induced by the spin-exchange interaction [20]. Although the de-
gree of heating depends on the employed alkali atoms, the necessity of having highly
saturated vapor density requires a minimum working temperature of 373K [21].
Sensitivities up to 0.16 fT/

√
Hz with narrow bandwidth have been reported using

SERF magnetometers in a gradiometer arrangement [22] and recent developments
for MEG applications have also seen the creation of multi-channel SERF sensors with
sensitivity of 10 fT/

√
Hz and sensing volumes of 12mm3 [23].

NV-Centers in Diamonds
A novel alternative for high-spatial resolutionmagnetic-field detection is sensors based
on nitrogen vacancy (NV) centers in diamond [24]. NV centers are paramagnetic de-
fects that can be optically polarized and read out, and exhibit impressive coherence
properties even at room temperature [25]. While single NV-centers confined in the
crystal lattice can be used for detection of weak magnetic fields with nanoscale spatial
resolution[26, 27], sensing with high density of NV centers enables ultra-high sen-
sitivity at the cost of reduced spatial resolution [28]. Although the overall sensitivity
is still inferior to that of SQUIDs and SERF magnetometers, the high spatial resolu-
tion, the biocompatibility and possibility of working at room temperature makes NV
centers in diamond a very promising tool for biosensing.

1.4 Thesis Structure

This work is structured as follows. Chapter 2 gives a brief summary of some ba-
sic properties of the Nitrogen-Vacancy center, its properties, and its applications for
biosensing. Chapter 3 presents an overview of the experimental setups and meth-
ods for measuring biomagnetic fields that were implemented in this Ph.D. project.
Chapters 4-8 include the published and submitted results while Chapter 9 describes
ongoing pursuits. Finally, a summary of this work and an outlook are presented in
the last chapter.
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Chapter 2

Magnetometry With
Nitrogen-Vacancy Centers

Nitrogen vacancy (NV) centers in diamonds as magnetic field sensors were first pro-
posed in 2008 by Taylor et al. [24] and Degen [29] and shortly after demonstrated
with single NVs [26, 27] as well as ensembles [28]. NV center magnetometers have
been successfully applied in condensed matter physics [30], neuroscience and funda-
mental biology [31, 32], along with nuclear magnetic resonance [33, 34] and geo-
science [35]. Not limited only to measurements of magnetic fields, NV centers have
been also employed as sensors for other physical quantities such as pressure [36],
temperature [37] and electric fields [38, 39].

NV centers magnetometry can provide many advantages over SQUID and atomic
magnetometers, including superior ease of use and a higher spatial resolution. These
novel sensors are capable of detecting broadband signals fromDC up to 100 kHz [40],
operating as high frequencymagnetometers in theMHz range [41] or several GHz for
relaxometry measurements [42]. No cryogenics, vacuum systems, or strong magnetic
fields are required for this highly biocompatible sensor [43–46] that can be employed
over ambient temperatures and pressures and require only ∼10−3T bias fields. By
virtue of these properties, NV sensors can be placed at distances of ∼1nm from
field sources, providing nanometer-scale spatial resolution for applications such as
magnetic field imaging.
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Chapter 2. Magnetometry With Nitrogen-Vacancy Centers

(a) (b)

Figure 2.1: a) Diamond lattice containing an NV center. b) C3v symmetry of an NV
center.

2.1 Nitrogen-Vacancy centers

Diamond is the hardest naturally occurring material known. A significant proportion
of available diamonds is used in industrial applications, and the demand for this ma-
terial is continuously growing. Along with hardness, diamond has several impressive
chemical, physical, and mechanical characteristics such as high thermal conductivity,
high electrical resistivity, broad optical transparency, resistance to chemical corrosion,
and biological compatibility.

Perfect diamond crystals are transparent, but certain contaminants in natural and ar-
tificial diamonds can affect their color and other properties. For instance, diamonds
with high nitrogen levels (>10 ppm) tend to have a yellow-brown color, while dia-
monds with Boron impurities (>1 ppm) appear blue [47]. These imperfections in
the crystal lattice, also called color centers, are very common; they can be attributed
to lattice irregularities and to substitutional or interstitial impurities. Nitrogen, boron
and hydrogen atoms are among the most commonly found diamond impurities, how-
ever, this chapter will address the Nitrogen-Vacancy (NV) color center, which is the
building block of our solid-state magnetometer.

2.1.1 Optically Detected Magnetic Resonance
The NV center is a point defect in the diamond lattice consisting of a single substi-
tutional nitrogen atom adjacent to a carbon vacancy and its symmetry axes lie along
the four [111] crystallographic directions (Fig. 2.1a). This implies that an NV center
has a C3v symmetry and it’s spatially invariant under two rotations by 120° and 240°
(about the z-axis), three vertical reflections and the identity operation (Fig. 2.1b).

10



2.1. Nitrogen-Vacancy centers

ms=0

ms=±1

ms=0

ms=±1
3E

3A2

1A1

1E
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ms=0

ms=+1

ms= 1−

2γB

2

DG

1

1042 nm

Figure 2.2: Simplified energy level structure for NV− center in diamond. DG and DE

represent the spin-triplets zero-field splitting energy of the ground state and excited
respectively. The degenerate ms=±1 spin states are subject to Zeeman splitting in
the presence of an external magnetic field B. Under green laser illumination and with
a microwave field at the DG frequency, electron decay can occur radiatively (1) or
via IR emission (2), leading to a magnetic field sensitive variation in red fluorescence
emission.

Although NV centers can assume three potential charge states (NV-, NV+, NV0), it is
the negatively charged NV- that is most useful for magnetometry and sensing appli-
cations1.

Six electrons contribute to the NV- electronic structure, namely three electrons from
the neighboring carbon atoms, two from the nitrogen atom, and one is an unpaired
electron from a donor in the lattice.

The NV center has 4 experimentally observed electronic states: two spin-triplet states
consisting of a ground state 3A2 and an excited state 3E, and two-singlet shelving states.
Two additional singlet states are predicted, possibly within the diamond conduction
band [48, 49]. As shown in Fig. 2.2, the zero-field splitting energies between the spin
levels ms=0 and ms=±1 are DG=2.87GHz for the ground state and DE= 1.42GHz
for the excited state. The transition between the ground and the excited state can
be excited optically in the wavelength range between 450 nm and 637nm while the
fluorescence emission has a wavelenght ranging from 637 to 800 nm [50]. This
optical transition is mainly spin-conserving: electrons starting in the ms=0 state are
trapped between two ms=0 states due to spin conservation, whereas electrons in the

1For the purposes of this work the NV- will be simply addressed as NV
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Chapter 2. Magnetometry With Nitrogen-Vacancy Centers

ms=±1 state will eventually undergo the ms=0 cycling transition.

On account of that, electrons excited by a pump laser can decay in two possible ways:
(1) spin-preserving radiative decay (637 nm) between the triplet states (bright state)
or (2) non-radiative decay/infrared emission (dark state) via singlet shelving states. If
an external microwave (MW) field is applied to the NV center at the DG frequency,
while optically exciting the NV center, a population transfer between the ms=0 and
ms=±1 occurs and it can be optically read out as a drop in fluorescence emission. The
percentage variation in the fluorescence is commonly called contrast and by varying
the frequency of the MW field it is possible to characterize this resonance in a pro-
cess called Optically Detected Magnetic Resonance (ODMR) spectroscopy. The average
contrast can be up to 30% for single NVs and 1-2% for NV ensembles. More recent
reports have demonstrated ODMR contrasts up to 30% with perfectly aligned (>99%)
shallow NV ensembles [51].

When an external magnetic field is applied to the NV center, the ground state ms=±1
is no longer degenerate due to the Zeeman effect (insert of Fig. 2.2). It follows that the
splitting between the ms=+1 and ms=-1 levels is directly proportional to the strength
of the magnetic field, which can now be read out optically. The relation that links
the energy splitting and the magnetic field strength B is given by 2γeB where γe is
the gyromagnetic ratio and |γe/2π| = 28.025Hz/nT [52]. In this case, the ODMR
spectrum appears as two separate resonance peaks given by the two spin transitions
ms=0⇔ ms=-1 and ms=0⇔ ms=+1.

Nitrogen has two stable isotopes, 14N and 15N with a natural abundance of 99.64%
and 0.36% respectively [53]. The variation in the nuclear spins of nitrogen isotopes
results in two types of NV centers with different hyperfine structures.

2.1.2 Ground State Hamiltonian
The NV center’s ground state Hamiltonian in the presence of an external magnetic
field can be simplified as it follows:

HNV = HB +HN +HE (2.1)

Where HB describes the external B field interaction with the electron spin and the
zero-field energy DG, HN is the result of the hyperfine interaction between the ni-
trogen’s nuclear spin and the NV electron spin and HE describes the interaction with
electric fields and crystal strain [54, 55]. For magnetic sensing applications, however,
the latter term can be neglected except in extreme cases, such as in the presence of a
strong electric field or a highly strained diamond lattice.

Assuming a coordinate system with the internuclear NV direction being parallel to
the z-axis (Fig. 2.1b), with S = (Sx, Sy, Sz) being the electronic spin operator, HB

can be represented as:
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result of the hyperfine structure, the ms=0 to ms=±1 transitions are split into three
resonances separated by 2.16 MHz for the 14N nuclei and 3.03 MHz for the 15N
nuclei.

HB/h = DGS
2
z +

geµB

h
(B · S) (2.2)

Where h is Planck’s constant, µB represents the Bohr magneton, ge the electronic
g-factor for NV. The hyperfine interaction (Fig. 2.3) with the nitrogen nuclear spin
can be described as:

HN = A∥SzIz + A⊥(SxIx + SyIy) +Q[I2z − I(I + 1)/3]− γI(B · I) (2.3)

With A∥ and A⊥ being the axial and transverse hyperfine coupling parameters, Q is
the electric quadrupole parameter, γI is the nitrogen’s nuclear gyromagnetic ratio and
I = (Ix, Iy, Iz) is the atomic spin of nitrogen (spin-1 for and spin-½ for 15N).

2.2 Magnetic Field Sensing Techniques

Magnetic sensing techniques can be divided in two large categories based on the band-
width of the fields of interest: DC broadband sensing and AC sensing (Table 2.1).
While DC-low frequency sensing protocols are used to sense static and low frequency
fields (up to ∼100 kHz), AC sensing can be used to detect fields up to ∼10MHz [56].
Recent NMR studies have also demonstrated sensing up to ∼100MHz with AC pro-
tocols [57]. Although both AC and DC sensing are fundamentally limited by the spin
projection noise arising from quantum mechanical uncertainty, the NV relaxation
times and shot noise have a greater impact on sensor performance. In this section,
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Chapter 2. Magnetometry With Nitrogen-Vacancy Centers

some of the more common sensing techniques with NV centers will be reviewed to-
gether with their strengths and limitations.

Broadband DC Sensing AC Sensing

Sensing 
Techniques

Ramsey, cw-ODMR, pulsed ODMR Hahn Echo, Dynamical Decoupling (DD)

Bandwidth 0 to ~100 kHz (pulsed ODMR)                                  
0 to ~10 kHz (cw-ODMR)

Center Frequency from ~1 kHz to 10 MHz, 
bandwidth <10 kHz

Relevant 
Relaxation

Inhomogenous spin dephasing T Longitudinal Relaxation T1,                      
homogenous spin decoherence T2

Sensing 
Applications

Biocurrent detection, magnetic imaging of  
minerals, imaging of  magnetic nanoparticles in 
biological systems, vibration and temperature 
sensing 

Single biomolecule and protein detection, 
nanoscale nuclear magnetic resonance, 
nanoscale electron spin resonance, noise 
spectroscopy

*2

1

Table 2.1: Overview of the operational regimes of broadband DC and AC sensing
protocols in diamonds using NV- ensembles. Adapted from [55].

2.2.1 Ramsey measurements and spin control
The Ramsey interferometry method [58] is a way of detecting slowly changing mag-
netic fields by taking advantage of the spin properties of NV centers. As shown in
Fig. 2.4a, after initializing the spin states with a laser pulse to the |0> (ms=0) state, it
is possible to coherently drive the spin population in a superposition of the |0> and
|1> (ms=+1) states by applying a resonant MW field. This causes the spin population
to oscillate with an angular frequency ΩR called the Rabi frequency. The MW field
is applied only as a short pulse (known as π/2 pulse) for the duration of π/2ΩR. The
first MW pulse is followed by spin precession for a time τ , during which a phase that
depends on external magnetic fields accumulates. A second MW pulse of the same
duration is then applied to project the spin population in the |1> state. Lastly, the
spin state is read optically with a pump laser pulse.

One of the main advantages of Ramsey magnetometry is that the accumulated phase
and therefore the field sensitivity increases with the interrogation time τ . As τ in-
creases, other effects come into play that tend to reduce contrast, such as decoherence,
dephasing and spin-lattice relaxation. Those effects are governed respectively by the
three relaxation times T2, T∗

2 and T1. T
∗
2 is primarily caused by static inhomogeneities

in the external magnetic field or by the intrinsic defects in the spin system.

An exponential decay envelope with characteristic time T∗
2 occurs when a series of

Ramsey measurements is performed by varying the free precession interval τ (red
dashed line in Fig. 2.4b). Static inhomogeneities in an external magnetic field or
defects in the spin system are major causes of T∗

2, inducing spin ensembles to precess
at different Larmor frequencies. For interrogation times τ ∼ T∗

2, the T
∗
2 limited

sensitivity of a Ramsey measurement can be expressed as:
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Figure 2.4: a) Diagram of Ramsey pulsed protocol. b) Ideal representation of Ramsey
fringes observed by varying the precession time τ , with contrast C and exponential
decay associated to T∗

2. Adapted from [55]

ηRamsey ≈
h̄

geµb

1√
NT ∗

2

(2.4)

whereN represents the number of interrogated spins [28]. For larger spin ensembles,
the spin initialization and readout times and can be orders of magnitude longer than
the precession time, highly limiting the measurement bandwidth and the sensitivity.

By adding a π pulse in between the π/2 pulses it is possible to overcome the de-
phasing given by static inhomogeneities. In this protocol, known as the Hahn-Echo
sequence [59], phase accumulated within the first half of free-precession is cancelled
by phase accumulated within the second half. The relevant relaxation time in this
case is the spin-spin relaxation time T2 and is due to time-varying fields that affect
the coherence of the spin ensemble. For NV centers T2 can exceed T∗

2 by orders of
magnitude [60]. Inherently insensitive to both static and slow variations in magnetic
field, the Hahn-Echo sequence is most suitable for measurements of AC fields. For
detection of higher frequency AC fields in the GHz range, T1 limited relaxometry
measurements allow phase-insensitive detection with limited bandwidth [42].

2.2.2 Pulsed and continuous-wave ODMR

Pulsed ODMR

The pulsedODMR technique is closely related to the Ramsey sequence, with themain
difference being that the resonant MW pulse is applied throughout the interrogation
time τ (Fig. 2.5a). Variations in the external magnetic field cause the ODMR reso-
nance to detune from the driving MW field, which results in changes in fluorescence
intensity [61]. Compared to Ramsey measurement, the pulsed ODMR scheme intro-
duces linewidth broadening due to the longer duration of the resonant pulse. Hence,
the final resonance profile can be described as a Lorentzian curve given by a convo-
lution of the MW broadening effect and the dephasing time T∗

2. If the interrogation
time is set to τ ≈T∗

2, a good approximation for the pulsed ODMR linewidth can be
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expressed as ∆ν ≈ 1/πT ∗
2 [61].
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Figure 2.5: a) Diagram of cw-ODMR protocol.b) Ideal representation of cw-ODMR
resonance with contrast Ccw. c) Diagram of pulsed ODMR sensing protocol. d)
Ideal representation of pulsed ODMR resonance with contrast Cpulsed. Adapted
from [55].

Continuous-wave ODMR

The continuous-wave optically detected magnetic resonance (cw-ODMR) is the most
straightforward DC to low-frequency (<10 kHz) magnetometry scheme with NV cen-
ters; it does not require pulsed MW fields, pulsed excitation and expensive arbitrary
waveform generators (AWGs) [28, 32, 40]. The cw-ODMR consists of a continuous
optical and MW drive with simultaneous optical readout (Fig. 2.5a).

The most common way of employing cw-ODMR for magnetic field detection consists
in:

1. Applying an external magnetic field to split ODMR resonances in accordance
with the four different NV crystallographic directions.

2. Tuning theMWfield at frequency corresponding to the steepest slope |dI/df |max
of the resonance in the direction of interest. Where I and f represent the red
fluorescence intensity and the MW frequency respectively Fig. 2.6.

3. Monitoring the changes in output fluorescence ∆I , directly proportional to ex-
ternal field variations for the Zeeman effect.
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2.2. Magnetic Field Sensing Techniques

Except in extreme cases of applications that require very low laser intensity, the shot-
noise limited sensitivity of a typical cw-ODMR measurement can be expressed as:

ηcw ≈ 4

3
√
3

h

geµb

δν

Ccw

√
R

(2.5)

where δν and Ccw are the resonance linewidth and contrast and R is photon count
rate [61].
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Figure 2.6: Continuous wave ODMR detection of magnetic field induced resonant
shift. The frequency shift between ODMR curves can be detected as a change in the
output fluorescence ∆I at the point of maximum slope |dI/df|max.

To achieve the highest sensitivity, choosing the right measurement protocol is crucial.
Large NV ensembles are needed for maximizing bulk sensitivity in the shot-noise lim-
ited regime as well as for high spatial resolution wide-field microscopy. Depending
upon the sensing scheme used, effects such as strain across the NV ensemble, causing
inhomogeneous broadening, and amplitude variations in the MW drive can impact
sensitivity differently. A recent study from our group [62], has demonstrated that
for large NV ensembles in the low-frequency (<10 kHz) sensing range, cw-ODMR
can outperform pulsed sensing schemes. This effect is particularly evident in cases in
which a large inhomogeneous broadening and large MW field amplitude variations
are present. Furthermore, Ramsey pulsed schemes can severely limit measurement
bandwidth due to the long polarization and readout times associated with NV ensem-
bles. These characteristics make cw-ODMR ideally suited for broadband biological
measurements [55].
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2.3 Diamond Synthesis

Diamond hosts a wide variety of color centers that are suitable for quantum technolo-
gies due to their outstanding optical and spin properties [63–65]. Material science and
engineering techniques have been instrumental in the fabrication of specially designed
and engineered synthetic crystals that have enabled diamond to be used as a platform
for a wide variety of applications. Two different techniques are available to manu-
facture synthetic diamond crystals: High-Pressure-High-Temperature (HPHT) and
Chemical Vapor Deposition (CVD).

HPHT
Traditionally, the most common method for synthesizing diamonds has been HPHT,
which is based on recreating the natural conditions of diamond formation in a con-
trolled environment. During HPHT synthesis, carbon-rich materials are compressed
at pressures >5GPa and heated above 1250 °C. The yellow color of diamonds grown
by HPHT is usually due to the high amounts of nitrogen impurities, up to a few
hundred parts per million (ppm), that originate from the atmosphere or growth me-
dia [66]. The concentration of nitrogen impurities can be reduced by adding a metal
catalyst that extracts nitrogen from the carbon source during the growth process.
Recently, HPHT with less than 5 parts per billion (ppb) of nitrogen has been pro-
duced [67].

CVD
CVD is the most common method for growing diamonds with high quality NV cen-
ters [68]. Chemical vapor deposition involves placing a small diamond seed inside
a sealed chamber and subjecting it to temperatures around 800 Celsius. The cham-
ber is filled with a carbon-rich gas mixture (mainly of hydrogen and methane) and
the gases are ionized into plasma with microwaves or lasers. The ionization process
breaks down the molecular bonds and carbon atoms attach on the surface of the dia-
mond seed, allowing homoepitaxial growth of the substrate.
In comparison to HPHT, CVD allows greater control over the growth chamber envi-
ronment, resulting in highly pure diamonds. Furthermore, CVD growth uses lower
pressures than atmospheric pressure and requires lower temperatures than HPHPT.
Possible disadvantages of CVD include maintaining constant growth conditions for
longer periods of time when creating thicker crystals. Variations in the these con-
ditions, especially temperature, can cause undesirable effects such as crystal strain,
vacancies clusters and polycrystalline growth that can highly affect the overall quality
of the diamond [69].

2.3.1 Generation of NV centers
Despite the fact that natural NV concentrations are sufficient for certain applications,
most uses require doped diamond layers with optimized concentrations.
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High concentrations of nitrogen can be introduced by ion (N+) implantation or during
CVD growth [70], high N-to-NV- conversion efficiency instead can be obtained from
high-energy irradiation and subsequent annealing (≥ 800 °C) [71].

Irradiation can be carried out with different types of particles such as Helium atoms,
protons and electrons, thereby resulting in the creation of single vacancies (GR1) [72].
It is usually preferable to irradiate with electrons or protons rather than heavier par-
ticles due to their longer stopping range, which allows for a more uniform creation of
vacancies [28]. Following irradiation, annealing is a vital step to improve the N/NV
ratio and the coherence properties of the sample. Heating the crystal at temperatures
in the range of 800 °C-1000 °C, allows the vacancies to diffuse in the lattice and be
captured by substitutional nitrogens. By annealing simultaneously to irradiation, it is
possible to associate vacancies with nearby nitrogen atoms more easily and avoid the
formation of vacancy clusters [73].

2.4 Applications for biological measurements

Magnetic fields play an important role in biological systems, both within the realm of
basic sciences as well as technological applications. Quantitative measurements with
sub-cellular resolution of neural activity are critical for understanding how the brain
processes information. Many different approaches have proven successful so far, in-
cluding voltage-sensitive fluorescent dyes [74] andmicroelectrode arrays (MEAs) [75].
Nevertheless, many of these techniques suffer from low sensitivity, cytotoxicity, bleach-
ing or inadequate temporal and spatial resolution.

A considerable amount of work has been dedicated in the direction of incorporat-
ing nanodiamonds (NDs) probes containing NV centers within biological tissues and
cells [31, 76, 77]. For instance, ferritin (iron-containing proteins found in many or-
ganisms) was detected by NDs with sensitivities approaching single molecule detection
threshold [78].

In 2012, Hall et al. proposed a non-invasive and biocompatible action potential
(AP) detection method based on NV magnetometry, showing the possibility of non-
invasive widefield imaging of planar neuron activity with high spatial and temporal
resolution [79]. Following the work of Jensens et al. with atomic magnetometers [80],
the first experimental demonstration of in vivo AP detection with NV centers in dia-
monds was realized by Barry et al. in 2016 [32]. The magnetic field associated with
the propagating AP in a marine worm (Myxicola infundibulum) and squid (Loligo
pealeii) was detected in a widefield setup with a temporal resolution of 32 µs. By
using a specimen-to-sensor distance of about 10 µm, the non-invasive measurement
could be conducted for a long period of time (>24h) with little to no impact on the
biological samples.

Magnetometry using NV-based techniques is expected to be a pivotal technique in
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the coming years since it doesn’t require fluorescent labels, it’s non-invasive, and it
can be applied to a wide range of systems, from cells to intact organisms. Several
technical challenges associated with this technique need to be overcome, for instance,
sensitivity needs to be improved to reach sub pico-tesla levels without sacrificing the
high spatial resolution [81].
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Chapter 3

Experimental Framework

Our first experimental attempt to create an NV diamond magnetometer for biological
applications has seen the development of a miniaturized sensor (described in Chap-
ter 4). Such magnetometer, with dimensions 11x7x7 cm3 exhibited a sensitivity of
7 nT/

√
Hz over a bandwidth of 125Hz by using a diamond cut at the Brewster angle

(67°). The limited sensitivity of this miniaturized detector was suitable for the de-
tection of magnetic fields arising from e.g. electrical power systems, but it could not
detect the extremely small fields generated from biological tissues.

There have therefore been multiple attempts to build a high-sensitivity detector that
could measure magnetic fields in the sub-nanotesla range. The methods presented in
this chapter refer to the last configuration that has been used to successfully sense the
magnetic fields generated by optogenetically triggered action potentials in mice. By
employing a cw-ODMR scheme in a wide-field microscopy setup, this configuration
allowed a bulk sensitivity of 50 pT/

√
Hz with a bandwidth of ∼10 kHz limited only

by relaxation time T∗
2.

In parallel to the evolution of sensing experiments, methods have been developed
to spatially resolve biomagnetic signals in a wide-field configuration. With a lock-in
amplifier camera, proof-of-principle spatial resolution has been demonstrated for the
recovery of AC fields generated in micro-scale circuits. The details of these experi-
ments are described in Chapter 8.
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3.1 Sensor Characteristics

3.1.1 Diamond Sample
The diamond used in this work was an electronic-grade single crystal (Element Six)
of dimensions 2x2x0.5mm3 and [100] oriented. A 20µm thick 12C purified layer
was overgrown (LSPM, Paris) with CVD to achieve a concentration of 5 ppm of 14N.
The diamond was then proton irradiated at 2.25MeV and annealed at 800 °C for 4
hours. The final NV density in the doped layer was estimated to be between 0.1 and
1 ppm allowing an ODMR linewidth of ∼1MHz and a contrast of ∼3%.

3.1.2 Sensor Geometry

Diamond

SMA Connector


Sliding Hooks


Inlet


Outlets


Subchamber I


Subchamber II


Subchamber III


AlN Plate

PCB Board


Figure 3.1: 3D Schematics of the sensor geometry. The diamond is placed in a hole
in the center of an AlN plate placed on top of a MW resonator. This structure is
placed below a 3D printed sample chamber consisting of three subchambers.

A laser-cut aluminum nitrate heat sink plate with dimensions of 3x3x0.05 cm was
used to mount the diamond. The diamond was inserted and glued in the hole in
the center of the plate using watertight aquarium silicone. As shown in Fig. 3.1(top),
the aluminum nitride (AlN) plate was positioned on top of a custom-built broadband
resonator fabricated on a PCB circuit board [82]. The board presented a hole in
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3.1. Sensor Characteristics

the center allowing light excitation and collection from the bottom surface of the
diamond.

For the purpose of experimenting on biological samples, a custom 3D-printed plastic
chamber for holding a bath solution was designed Fig. 3.1(bottom). The solution
was pumped into the chamber via peristaltic pump (Pharmacia P-3). The chamber
was composed of three communicating subchambers. The first one (I) was serving
as flux and air-bubbles dampener to minimize the movement of the sample. The
second subchamber (II) was used as a sample holder, and the third (III) was used as
an overflow well for keeping a constant volume of solution in subchamber II. The
combined volume for subchambers I and II was ∼74x20x7mm3. Attached to the
chamber, two 3D-printed plastic sliders terminating with a platinum-iridium hook
were used for stretching and positioning the biological samples on the diamond. The
chamber was glued with silicone on top of the AlN plate and, being fully accessible
from above, it allowed easy introduction and manipulation of biological sample and
probe electrodes.

A layer of 16 µm thick household aluminum foil was placed with the most reflective
side facing the top surface of the diamond (Fig. 3.2). By reflecting both green pump
light and red fluorescence back in the diamond, the aluminum allowed an increase
in fluorescence collection of ∼2x. Moreover, it prevented heat and light damage to
the biological sample even with 2W of pump laser power. The aluminum foil was
attached to the chamber by a 50µm thick layer of Kapton tape that also served as
an electrical insulator for the diamond. It has been demonstrated that polyimide, the
polymer composing Kapton tape, has a high degree of biocompatibility and it allows
in-vivo measurements for long periods of time [83]. While the sample-to-sensor
distance increased due to the tape layer, the resulting ∼ 70µm of separation were
taken also as a precaution against sample damage.

Plastic Chamber

AlN HeatsinkMetal Plate MW Antenna

Tape
Aluminum Foil

Pump Laser

Inlet Outlet

Diamond

Fluorescence

Condenser Lenses

Figure 3.2: Side view schematic of the sensor. Green light is coupled to the dia-
mond through Brewster angle illumination while red fluorescence is collected from
the bottom with a condenser lens.
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3.2 Optical Pumping

Using a cw-ODMR scheme, NV centers were optically pumped with up to 2W of
532nm green laser (Coherent Verdi G5). Fig. 3.3 shows a schematic of the optics uti-
lized for NV excitation and fluorescence detection. A polarizing beam splitter (PBS)
and half-wave plate (HWP) were used to control the amount of laser power enter-
ing the setup. Using an a-coated f=400mm lens, the diamond was illuminated from
below at the diamond Brewster’s angle (67°) [32]. The beam waist at the diamond
was estimated to be ∼200µm. As the transmitted power is polarization dependent
at the Brewster’s angle, laser light was linearly polarized using another set of PBS
and HWP. The same PBS was also used to split the green laser light into a reference
beam, necessary for balanced detection. Neutral density (ND) filters were used to
decrease the power of the reference beam and avoid detector saturation.

Laser pump 
532 nm 

Total Power 
Control

Reference 
Power Control Polarization

HW PBS

ND
Filter

HW PBS HW

Focus
lens

Diamond

Balanced 
Detector

Highpass Filter

Condenser Lenses

Detection 
Optics

Figure 3.3: Schematics of the optical setup. Balanced detection is achieved by split-
ting a reference beam from the laser pump with a PBS.

NV fluorescence was collected from the bottom surface of the diamond using a 12mm
diameter condenser lens (Thorlabs ACL1210) placed in a vertically translating beam
tube. Red light was reflected in the xy-plane by using a 45° fixed mirror (not shown
in the figure) and filtered from green light with a high-pass optical filter (Thorlabs
FEL0600). Using the same type of condenser lens as earlier, filtered light was focused
onto the photodiode. In the present study, a Nirvana 2007 balanced photodetector
(New Focus Inc.) was used. Typically, with balanced detection, a reduction of one
order of magnitude in the output fluorescence noise level was observed.
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3.3 Control and Detection
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Figure 3.4: a) cw-ODMR in a (100) alignment obtained by detecting the red fluores-
cence while sweeping the MW frequency. b) ODMR traces with varying pump laser
power up to detector input saturation (10.7 V). c) Scaling of fluorescence intensity
and absolute contrast with varying laser power.

To split the NV resonance along the defect axes and optimize sensitivity in a chosen
direction, two rare-earth (Neodymium) magnets were aligned parallel to the (110)
direction in the diamond providing a mT scale offset field (Fig. 3.4a). By measuring
the output voltage of the photodetector, it was possible to determine the maximum
laser pump power corresponding to the detector input saturation. As illustrated in
Fig. 3.4b with power input of 1.1W, the detector produced a saturation voltage of
10.7V corresponding to ∼ 3mW of red fluorescence. Fluorescence intensity and
contrast increased linearly with varying input laser power up to the detector saturation
(Fig. 3.4c).

3.3.1 Three-Frequency Drive Scheme
A three-frequency drive scheme was used to generate the MW field and boost sen-
sitivity [84]. The signal produced by two radio-frequency (RF) generators (Stanford
SG394) was mixed using an RF mixer and amplified (Minicircuits ZHL-16W-43+).
As depticted in Fig. 3.5, the first signal generator (labeled “Main”) was employed to
drive the transition in the triplet ground state between the ms=0 and ms=±1 with a
carrier frequency in the range of 2.7-3GHz, frequency modulated in the 20-40 kHz
range with a modulation deviation of ∼0.5MHz. The second generator (labeled
“Aux”) was used to drive the hyperfine coupling with the 14N nuclear spins. The
latter generator produced a sinusoidal signal whose frequency matched the hyperfine
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Antenna
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Diamond

Figure 3.5: Schematics of the MW and detection apparatus. A frequency modulated
signal from the Main generator is mixed with a 2.16 MHz signal and delivered to
the MW resonator after amplification. The output from the balanced detector is
demodulated and amplified with the LIA by using a modulation reference signal and
finally digitised.

constant A∥ = 2.16MHz introduced in the previous chapter. The amplified signal
was fed to the microwave resonator.

Finally, the output voltage from the detector was demodulated and amplified using
a lock-in amplifier (LIA, Stanford SR850) and a reference modulation signal. To
digitise the demodulated signal, a digital acquisition card (DAQ, NI PCI-6221) was
used with acquisition rate of 80 kSa/s.

3.3.2 Microwave Power Optimization
For ODMR measurements, the optimal MW power was defined as the combination
of MW powers from both Main and Aux signal generators that produced the largest
ODMR slope. The optimal power for MW antennas is affected not only by the
properties of diamonds, but also by a number of factors such as the antenna geometry,
the pump laser power, cabling losses, and the type of solution or sample laying onto
the diamond sensor, that could affect the near-field coupling.

To find the optimal power, a LabVIEW script was implemented that allowed to in-
dependently sweep the MW powers of the two signal generators for each ODMR
measurement. The maximum slope of an ODMR measurement was defined as
|dV /dω|max where V is the lock-in voltage and ω represents the frequency expressed
in MHz. Fig. 3.6c shows examples of dV /dω measurements for different MW power
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combinations with 1.1W of pump laser power and with ∼ 10mm3 of deionized (DI)
water were present in the solution chamber. In this example the optimal power com-
bination was found to be (10,-8) dBm for Main and Aux respectively (Fig. 3.6d). The
optimized ODMR measurement with three-frequency drive allowed a larger ODMR
contrast (Fig. 3.6a) leading to an increase in sensitivity of up to three times compared
to a single-frequency drive measurement (Fig. 3.6b).
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Figure 3.6: a) Comparison of ODMRs obtained by using a single-frequency drive
and a three-frequency drive scheme. b) Derivatives of the ODMR signals shown
in a). The three-frequency drive scheme shows a slope ∼3 larger compared to the
single-drive. c) Slopemeasurements with a three-frequency drive scheme obtained by
varying the MW powers of the two signal generators. d) Heat map of the maximum
ODMR slopes obtained with varying MW powers.

3.3.3 Lock-In Detection
Lock-in detection were implemented to measure ODMR away from noisy DC fre-
quencies. Lock-in amplifiers [85] must receive a reference modulation signal Vref

from a signal generator in order to demodulate the input signal Vsig:

Vsig = Asigsin(ωsigt+ θsig)

Vref = Arefsin(ωref t+ θref )
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The LIA, after amplifying the input signal, multiplies it by the modulation reference
using phase-sensitive detection (PSD). The output signal in this case is simply the
product of two sine waves.

VLIA =AsigArefsin(ωsigt+ θsig)sin(ωmodt+ θref )

=1/2AsigArefcos[(ωsig − ωref )t+ θsig − θref ]−
1/2AsigArefcos[(ωsig + ωref )t+ θsig + θref ]

If the signal frequency is the same as the reference frequency, after low-pass filtering
the high frequency components, the LIA output signal is directly proportional to the
input signal amplitude :

VLIA = 1/2AsigALcos(θsig − θref )

By tuning of the reference signal phase θref , it is possible to remove phase difference,
resulting in a lock-in output signal that depends directly on the input signal.

VLIA = 1/2VsigVref

In order to reject unwanted parts of the spectrum, Lock-in amplifiers have tradi-
tionally set the low-pass filter bandwidth by adjusting the time constant. As an ap-
proximation, the lock-in filter transfer function can be represented with the RC filter
model:

H(ω) =
1

1 + iωτ

With τ = 1/(2πf), where f is the −3 dB frequency of the filter. Fig. 3.7a shows a
series of Amplitude Spectral Density (ASD) measurements from the lock-in output
voltage with varying time constant. With smaller time constants, bandwidth can be
increased at the expense of increased high-frequency noise. For the purpose of de-
tecting the induced magnetic field from action potentials, the time constant was set to
30µs, allowing a bandiwdth of ∼3 kHz.

By tuning the MW field to the frequency corresponding to the highest ODMR slope,
NV centers become susceptible to external magnetic fields. This is reflected in the
ASD shown in Fig. 3.7b, where noise peaks generated by external magnetic noise
sources are present. It is important to note that away from noisy DC components
(>10Hz), the noise floor has a constant value of 50 pT/

√
Hz. This value can be inter-

preted as the sensor’s sensitivity η, for which only signal components with amplitudes
>η can be detected in a single-shot measurement. The overall noise floor is the sum
of different contributions originating from the electronic equipment, laser technical
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noise and the shot noise. Based on the previously mentioned figures, the shot-noise
limited sensitivity in the low frequency regime was estimated to be in the range of
10-20 pT/

√
Hz. Due to the imperfect rejection of laser technical noise, achieving

shot-noise limited sensitivity is very difficult.

While maintaining maximum sensitivity without saturating, the diamond sensor was
able to measure ambient background noise up to the kHz frequency range. The
maximum detectable field amplitude of the sensor was estimated to be ∼ 35µT, as-
suming an ODMR linewidth of 1MHz. Compared to the amplitude of the largest
noise components, 200 nT for 50Hz and 70nT for 150Hz, this is more than two
orders of magnitude higher. Other than mains harmonics, many broad and narrow-
band noise peaks are observed. These noise components are produced by heat and
water pumps, compressors, and the lock-in amplifier (60Hz, USA-made).

The ASDs were computed from 60s time-traces using the Welch’s method with a
Hanning window, segment length of 3.5 s and 50% overlap. The relevant methods
utilized in this work for filtering the noise components and retrieving the signals of
interest will be described in the last section of this chapter.
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3.4 Biological Measurements

3.4.1 Optogenetics
A novel technology, called optogenetics, makes use of genetic targeting of specific pro-
teins in conjunction with optical techniques to enable noncontact stimulation of action
potentials (APs) in specific neurons or tissues [86, 87]. Light-triggered activation of
AP can be achieved by introducing a gene derived from the alga Chlamydomonas
reinhardtii that encodes the protein Channelrhodopsin-2 (ChR2), a light-activated
cation channel (Fig. 3.8a). By delivering blue light with pulses with an intensity that
exceeds the depolarization threshold, this technique enables the triggering of consis-
tent and highly reproducible AP responses even with long pulse trains.

In this work, experiments were conducted using a combination of NV-center mag-
netometry and optogenetic technology on mice in which ChR2 was expressed by
fast-twich muscle fibers in the extensor digitorum longus (EDL) muscles.
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Figure 3.8: a) Sketch of optogenetically triggered action potential. By shining blue
light onto the muscle tissue, the ChR2 channels open and trigger APs by allowing Na+

ions to enter the cell. b) Preliminary recordings of optogenetically induced action-
potentials measured with probe electrodes on genetically modified mouse muscle.
The two features labeled as AP and CH represent the action potential and the ChR2
response to the light stimulus.

Optogentic stimulation of compound action potentials (synchronous APs from multi-
ple cells) in EDL muscles was tested with probe electrodes recording in a preliminary
study, conducted under the same environmental conditions used for the magnetom-
etry experiments. Fig. 3.8b shows an example of these prelimary recordings. Two
features were clearly distinguishable in the measured signal, the first one (labeled AP)
is to be attributed to the compound action potential of the muscle fibers. The second
(labeled CH), can be associated with intrinsic response from the Channelrodopsin.
Further investigation of these features is carried out in Chapters 6 and 7.
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3.4.2 Data Recording
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Figure 3.9: a) Top view schematic of biological measurement. Compound action
potentials are triggered in the mouse muscle with blue light stimulation. The muscle
is aligned perpendicularly to the direction of the magnetic bias field. b) Photograph of
the setup skecthed in a). c) Diagram of the blue light stimulation and probe electrode
apparatus.

A holding chamber containing oxygenated ACSF (Artificial cerebrospinal fluid) solu-
tion was used to maintain EDLmuscles after the dissection. Tominimize the presence
of external pathogens that could shorten the lifespan of the samples, the sample cham-
ber described in Section 3.1 and the silicon tubing used to pump the ACSF solution
were cleaned using diluted household bleach.

After rinsing the bleach with deionized water, oxygenated ACSF solution was pumped
in the sample chamber using the peristaltic pump in a closed loop configuration. The
temperature of the solution in the chamber was typically measured between 30-35 °C,
taking into account the pump laser and microwaves heating effects.

The muscle was positioned on top of the diamond sensor in the bath solution by
gently stretching the suture loops with the two adjustable hooks. The long side of the
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muscle was positioned perpendicular to the bias field’s direction, so that stimulated
electric currents associated with APs would produce a magnetic field parallel to the
sensing direction (Fig. 3.9a,b).

A silver wire coated with AgCl was used as a probe electrode to detect the electrophys-
iological response. The latter will be hereinafter referred to as “electric signal” to avoid
confusion with the optical readout from the NV-centers, labeled as “magnetic signal”.
The probe electrode was placed on the muscle surface through a micromanipulator,
that allowed micrometer control over the electrode’s movement.

The electric signal was first amplified through a differential headstage pre-amplifier
(Fig. 3.9c), also placed on the micromanipulator. The pre-amplifier measured the
voltage difference between the probe electrode and a ground electrode, positioned
in the bath solution. Subsequently, the signal was further amplified with a voltage
amplifier (Axon Cyberamp 320) and digitized using the previously mentioned DAQ
card .
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Figure 3.10: a) Example of a 60s time-trace recorded by digitizing the lock-in output
voltage during a biological measurement. b) Probe electrode time-trace recorded
simultaneously to a). The features that appear with a 0.5 Hz frequency correspond
to the biological response from the mouse muscle. c) ASDs obtained by varying the
length of the same time-trace. Noise peaks appear broader with shorter time-traces.

Two sets of experiments were performed by varying the light source used for optoge-
netic stimulation: the first involving the use of 470nm LEDs (Thorlabs’ M470F3) and
the second involving 488 nm laser (OdicForce Ltd.). In both sets of experiments, the
light sources were activated using a 5ms TTL pulse generated from the DAQ card.
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In order to avoid photoelectric effect artifacts, blue light was free-space coupled onto
the muscle surface in a location that maximized the light spot-probe electrode distance
and at the same time ensured that the AP signal propagated in only one direction.

For both light sources, the optimal blue light power was defined as the minimum
power that maximized the muscle’s AP response. To avoid damages to the biological
sample, light power was initially set at a low level (5mW and was then gradually
increased until the maximized response was observed. Typically, blue light optimal
power was found to be between 20 and 50 mW. A train of pulses with 5 ms length
and with a frequency of 0.5 Hz was used for optical stimulation. These values were
chosen based on the preliminary experiments conducted by our collaborators.

A frequency resolution of 0.017 Hz was achieved by recording both magnetic and
electric signals as time-traces of 60 seconds (Fig. 3.10a,b), which was necessary to
correctly identify and remove noise peaks generated by environmental sources . An
example of Fourier transforms using only the first 10s and 30s of a time trace rather
than the entire 60s can be seen in Fig. 3.10c. As a result of the shorter segment
length, the mains noise peaks appears broader in the frequency spectrum due to the
lower frequency resolution. This effect can pose problems when designing sharp
notch filters to extract biological signals that are buried in the noise. Due to the large
amount of points (60s x 2 x 80000 kSa/s) required to be recorded simultaneously and
the limited RAM of the computer, longer time-traces (>60s) could not be recorded.
The recorded magnetic and electric signals were stored as compressed binary files
before post-processing and analysis, that will be explained in detail in the next section
of this chapter.
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3.5 Data Post-Processing and Analysis

In this section, it is demonstrated how simple digital signal processing techniques
can be used to recover target signals in an unshielded laboratory where external
noise sources produce disturbances that are orders of magnitude larger. The post-
processing and analysis of data are carried out using a Python v3.0 environment. The
recovery of the biological signal can be divided in four steps, as depicted in diagram
below. The first step includes the removal of magnetic correlated noise that appears
in the noise spectrum as well-defined peaks. The second step involves the removal
of high-frequency components with the use of a low-pass filter. Third, the time-
traces are divided into smaller windows (epochs) and low-frequency drift is removed.
Finally, averaging of the epochs is carried out in the last step.

Data Post-Processing Workflow

Notch Filters / 
Spectral 

Whitening
Low-pass Filter

Epoching and 
detrending

Averaging

Caption

3.5.1 Notch Filters and Spectral Whitening
As previously shown in Fig. 3.7, the two largest noise peaks in the magnetic spectrum,
both in width and amplitude, could be be seen at 50 Hz and 150 Hz: the fundamental
mains frequency produced by equipment transformers. Other noise peaks produced
by lab equipment or building infrastructures ( heat pumps, high-current cabling and
compressors) appear in the frequency spectrum as narrowband or broad noise peaks
with lower amplitudes. To be able to measure biological signals, it is crucial to atten-
uate these correlated noise components in time-traces.

For this goal, two different strategies have been applied. The first one (I) involved
the identification of noise peaks in the frequency spectrum and subsequent filtering
with very steep (brick-wall) notch filters. The second (II) involved spectral whitening,
a procedure that has been widely used in many applications that include detection
of gravitational waves [88, 89] and radars [90]. Both strategies were applied with
the intention of removing all correlated noise while at the same time minimizing the
distortions introduced by frequency domain filtering. A direct comparison of the
resulting signals obtained with these two methods is shown at the end of the section.

(I) Automatic Peak Removal

To be able to correctly remove the noise peaks in the spectral domain, recording
of 30 to 60 minutes of pure-noise time-traces were carried out. This allowed for
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3.5. Data Post-Processing and Analysis

identification of noise peaks that were not related to sample response.

102

Frequency (Hz)

10−2

10−1

100

101

A
m

p
lit

u
d

e
(n

T
·H

z−
1/

2 )

27 28 29 30 31 32
Time (s)

1200

1400

1600

1800

2000

2200

B
(n

T
)

Raw Signal

Filtered Signal

a)

b)

Figure 3.11: a) Amplitude spectral density of a 60s magnetic time trace. The red
vertical lines indicate the noise peaks detected by the peak-finder algorithm. b) Com-
parison of the same magnetic time-trace before and after removing the correlated
noise peaks.

An example of amplitude spectral density averaged over 30 minutes is illustrated in
Fig. 3.11a, and its peaks are identified using Scipy’s peak-finder function. The only
parameter used in the peak-finder function was the peak prominence, defined as the
vertical distance between the peak and its lowest contour line (noise-floor). As output
of the peak-finder function both the positions fi and the estimated half-widths wi of
the noise peaks were given. Peaks positions and peaks widths were used to compute
a comb filter transfer function with brick-wall attenuation:
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H(ω) =

{
−10 dB ω ∈ fi ± wi

0 dB Otherwise
(3.1)

Since brick-wall filters are known to produce ringing effects in the time-domain due
to their infinite order [91], H(ω) was convolved with a gaussian window to smooth
the sharp frequency cut-off. The smoothed transfer function was again convolved
with the recorded time-traces to allow the attenuation of frequency peaks. It was dif-
ficult for the peak-finder function to identify the widths of the main peak frequencies
(50 and 150 Hz) due to their wide frequency distribution. To correct this, two ad-
ditional 5th order Butterworth notch filters of were also applied at those frequencies.
Fig. 3.11b shows an example of the same time time-trace before and after convolving
with the filter transfer function.

Since the averaged noise spectrum was recorded before the actual biological mea-
surement, this technique was applied under the assumption that the noise spectrum
would remain somewhat unchanged for the duration of the measurement. Generally,
this assumption has proven correct; except during measurements on particularly cold
days in which the variable load of the building’s heat pumps would shift the frequency
position of some of the noise components.

(II) Spectral Whitening
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Figure 3.12: Comparison of ASDs from 60s magnetic time-traces before and after
applying the spectral whitening filter in the 20Hz - 5kHz range.

To avoid the use of fixed filter widths and ringing artifacts deriving from very sharp
filters, spectral whitening was implemented as a substitutional method for correlated
noise removal. To implement spectral whitening, a Linear Time-Invariant (LTI) filter
was computed for each of the recorded 60s time-traces with the following transfer
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function:

H(ω) = S−½
xx (ω) (3.2)

Where Sxx is the PSD of the time trace calculated withWelch’s modified periodogram
method using Python’s Matplotlib library. The double-sided PSD was computed
using a Hanning window and two input parameters: segment length and segment
overlap. The optimization of these parameters for spectral whitening is explained in
detail in the Supplementary Information in Chapter 7.

As illustrated in Fig. 3.12, spectral whitening correctly removes all the correlated noise
in the signal by flattening the noise spectrum. Two factors are worth noticing when
implementing this procedure. The first is that the PSD which is used to generate
the transfer function might contain frequency components from the biological target
signal that are above the noise floor. In this case, spectral whitening would attenuate
these components together with the correlated noise. In our specific situation, this is
avoided due to the SNR of the target signal being≪1. The second factor is that the
original units of the signal (Tesla) are lost when convolving with the transfer function.
This occurs because the Fourier Transform of the signal is effectively divided by the
square root of the power spectral density that has the same units. To recover the Tesla
units of the signal, the spectral whitening transfer function can be modified as:

H(ω) =

√
k

Sxx(ω)
(3.3)

Where k is the mean value of the PSD in the bandwidth of interest. The recovery
of the units in our case could be achieved with a good degree of accuracy if the PSD
was reasonably flat in the whitened bandwidth.

3.5.2 Low-pass Filter
To determine the low pass cutoff frequency for filtering the high-frequency compo-
nents from magnetic time-traces without distorting the biological signal, the electric
signal from the probe electrodes was used as a reference. This is due to the fact that
the magnetic biological signal can be recovered only after filtering and averaging and
therefore has an unknown bandwidth. For this reason, the electrical response was
used as a good approximation of the underlying magnetic signal. Fig. 3.13a shows
an example of the averaged electric signal coming from optogenetic stimulation of an
EDL muscle. The latter was split into two segments of 0.5 s of length each. The first
segment contained only noise coming from the detection apparatus while the second
segment contained the triggered biological signal and noise. By separately computing
the ASDs of these two segments (Fig. 3.13b), the differences between the two spec-
tra gave a clear indication that the bandwidth of the biological signal lay in the 0-1
kHz range. This can also be illustrated by computing the spectrogram of the electric
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Figure 3.13: a) Electrical probe readout from amouse muscle stimulation. The signal
is divided in two segments of 0.5s each, the first half consists of only noise (black) while
the second consists of noise and triggered biological response. b) ASDs of the two
signals shown in a) the bandwidth of the biological response can be inferred by their
difference. c) Spectrogram of the 1s time-trace shown in a).

signal (Fig. 3.13c); after the triggering of the action potential at 0.5s, bright patches
corresponding to frequency components up to ∼ 700 Hz are visible.

Using this two methods, the low-pass filter cutoff frequency for the magnetic time
trace could be safely estimated to be in the range between 700 Hz and 1 kHz.

3.5.3 Epoching and Detrending
Before averaging the magnetic signal, epochs of 1 s centered on the stimulation trigger
were extracted from the 60 seconds time-traces . Fig. 3.14a and Fig. 3.14b show an
example of epochs extracted from the electric and magnetic signal respectively.

Due to laser power fluctuations, an accentuated baseline drift is present in themagnetic
epochs. To avoid the distorting effect of high-pass filters, the drift was removed by
using the robust detrending method [92]. According to this, an epoch is fitted with a
high order polynomial after masking the time-interval in which the biological signal
should be present. The fit is subsequently subtracted to the epoch to remove the
slow drift. In this example, the epochs were masked in the time interval between the
stimulation trigger at 0.5 s and 0.8 s and fitted using a 10th order polynomial. The
resulting detrended signals are shown in Fig. 3.14c.
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Figure 3.14: a) Example of probe electrode epochs extracted from 60s time-traces.
b) Magnetic epochs with low-frequency drift. c) Magnetic epochs after drift removal
with the robust detrending algorithm.

In this example, after removing the baseline drift, 22x103 magnetic epochs recorded
over a period of ten hours were averaged. This resulted in a final RMS noise level
as low as 10 pT (Fig. 3.15a). To confirm that that the resulting noise after the post-
processing is uncorrelated and random, the scaling of noise standard deviation with
varying number of averaged epochs was fit with a 1/

√
N function, where N represents

the number of epochs averaged. Fig. 3.15b and Fig. 3.15c show a direct compari-
son of the same averaged magnetic signal recovered using the two different methods
illustrated in Section 3.5.1 with good agreement between them.
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Chapter 4

Nanotesla sensitivity magnetic field
sensing using a compact diamond
nitrogen-vacancy magnetometer

4.1 Introduction

The development of a miniaturized diamond NV magnetometer is presented in this
chapter. With a compact sensor head of dimensions 11x7x7 cm3, efficient fluores-
cence collection is achieved by bringing the diamond into direct contact with an optical
filter and a photodiode. The diamond used in this work has sides cut at 67°, the di-
amond Brewster angle, in order to optimize transmission of 532 nm pump light. A
second cut at 22.7° directs the beam throughout the diamond’s width to maximize the
number of excited NVs. With a sensitivity of 7 nT/

√
Hz close to the shot-noise limit,

this flexible method for NV magnetometry is not limited to laboratory applications.

4.2 Publication

This section was published in Applied Physics Letters with the title of “Nanotesla
sensitivity magnetic field sensing using a compact diamond nitrogen-vacancy magne-
tometer” as follows:
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ABSTRACT

Solid state sensors utilizing diamond nitrogen-vacancy (NV) centers are a promising sensing platform that can provide high sensitivity and
spatial resolution at high precision. Such sensors have been realized in bulky laboratory-based forms; however, practical applications demand
a miniaturized, portable sensor that can function in a wide range of environmental conditions. Here, we demonstrate such a diamond NV
magnetic field sensor. The sensor head fits inside a 11� 7� 7 cm3 3D-printed box and exhibits sub-10 nT/

ffiffiffiffiffiffi

Hz
p

sensitivity over a 125Hz
bandwidth. We achieve efficient fluorescence collection using an optical filter and diode in contact with the diamond, which is cut at the
Brewster angle to maximize the coupling of 532 nm pump light. We discuss the potential of this flexible approach to achieve sub-nT/

ffiffiffiffiffiffi

Hz
p

shot noise limited sensitivity suitable for detection of a wide range of low-level magnetic fields, particularly those from electrical power sys-
tems and from biological sources.

VC 2019 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5095241

Quantum sensing using nitrogen-vacancy (NV) centers in dia-
mond has attracted widespread interest in recent years due to the
extraordinary high sensitivity and high precision sensory capability of
materials under ambient conditions.1 Sensing of electric fields,2 tem-
perature,3 strain fields,4 and pressure5 has been demonstrated. In par-
ticular, research has focused on detection of magnetic fields with a
high spatial resolution down to the nanoscale6–8 and on samples in
environmental conditions that cannot be addressed by alternative solid
state magnetometers.

The sensing mechanism is based on electron spin resonance via
optical detection of fluorescence from an ensemble of NV centers
which is sensitive to local magnetic and electric fields, in addition to
the background conditions (e.g., temperature). The sensor sensitivity
depends on various parameters, in particular, the number of active
NV centers and the spin coherence time T�2. These parameters depend
on diamond type and the growthmethod: high pressure high tempera-
ture vs chemical vapor deposition, the isotopic composition of the dia-
mond (purified 12C vs 13C), and the defect nitrogen isotope.9

Numerous studies on NV based sensors have focused on increas-
ing the sensitivity via higher photon collection efficiency,10–12 using
novel excitation schemes,13,14 optimized measurement protocols,15

and diamond structures.16 Most realizations have been large, bulky
setups allowing for maximum optimization and sensitivity in a fixed
position. However, as sensor sensitivity now approaches a stage where
new interesting applications become possible (e.g., in biodiagnostics),
it is of great importance to design and develop miniaturized and mov-
able versions. Recent work has been dedicated to the development of
rugged, stable, transportable, and miniaturized diamond sensors to
realize such applications.17–19

In this article, we present the design and construction of such a
miniaturized, handheld diamond magnetic field sensor based on read-
ily available off-the-shelf and 3D printed components. Using a spe-
cially cut and coated (but commercially available) diamond sample
combined with a cheap microwave (MW) antenna, an optical filter,
and a photodiode, we demonstrate a compact NV excitation and fluo-
rescence collection strategy which in turn enables the construction of a
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compact hand-held magnetometer head, coupled to an external
microwave and laser source. We show that such a sensor can achieve
7 nT/

ffiffiffiffiffiffi

Hz
p

sensitivity over a bandwidth of 125Hz, highly suitable for
low field, low frequency sensing applications. A NV magnetometer
measures external magnetic fields through the Zeeman shift of its
spin-triplet 3A ground state (ms¼ 0, 61), as shown in Fig. 1. A mag-
netic field induces an energy shift in the ground triplet state ofmsceBz;
where Bz is the magnetic field along an NV symmetry axis and ce is
the gyromagnetic ratio (28Hz/nT). A measurement of the ms¼61
NV ground state energy shift thus reveals information about the
strength of the magnetic field along an NV axis.

The field-induced energy shift in the triplet is measured using the
technique of optically detected magnetic resonance (ODMR), where the
NV centers are both optically excited and driven by a microwave (MW)
source. When driven with MW frequency corresponding to the spin
splitting of the triplet state, relaxation can occur via a singlet state, as
shown in Fig. 1. This results in a detectable dip in red�637nm fluores-
cence output at a frequency that depends on the Zeeman shift and
hence the magnetic field. Intersystem crossing from the singlet shelving
state to the ms¼ 0 triplet ground state polarizes the spins in the ms¼ 0
ground state. Under optical pumping with green laser light, this com-
pletes a loop that allows continuous detection of the ODMR fluores-
cence dip.20 Detection of ODMR can be via a pulsed scheme, using a
Ramsey or spin-echo sequence9 or, as in this work, a simpler, robust
continuous wave (CW) approach with constant laser andMW power.

There are two primary obstacles to achieving high sensitivity in
an NV-based sensor. First, it is necessary to efficiently excite the NV
centers. The low NV center absorption cross section requires a high

power pump laser, pump trapping,13 or an optical cavity.21 Second,
fluorescence light must be efficiently captured, despite the high refrac-
tive index of diamond meaning much of it is trapped by total internal
reflection. Different schemes to maximize fluorescence collection
include using a parabolic collection lens,12 collection at the diamond
edges,7 and using a dielectric antenna.11

In this work, we have addressed these two challenges by using an
approach with angled cut diamond end facets that allow a high power,
tightly collimated pump beam to travel laterally through the entire dia-
mond width. This is outlined schematically in Fig. 2(a). In addition,
we maximize the collection of this light by attaching (using immersion
oil) a photodiode to the front surface of the diamond after a thin opti-
cal filter while reflective coating the back.

The simplified and compact setup design is presented in Fig.
2(b). We used a commercially available single crystal diamond, grown
via chemical vapor deposition with the natural 13C content, with
dimensions of 6� 6� 1.2mm3 from Element 6. The sample had
[14N] < 1 ppm, and the natural [14NV] concentration was determined
to be �0.2 ppb.21 We used a p-polarized pump laser (Cobolt 05–01)
with a maximum power of 0.5W at 532nm, which can be fiber cou-
pled into the sensor head. The pump beam was collimated to a mode
field diameter of approximately 45lm and focused on one of the edge
cut facets of the diamond. The two edge facets for the 532nm pump
beam were cut by Almax easyLab to the Brewster angle of 67�60:1�,
respectively, facilitating efficient entry of the pump beam into the

FIG. 1. NV energy level scheme. The NV center is optically pumped at 532 nm into
the excited triplet state 3E and decays back into the ground state 3A with fluores-
cent red emission. For the ms¼ 0 sublevel, emission occurs within the triplet only.
For the ms¼61 levels, intersystem crossing into a singlet state 1E can lead to
decay nonradiatively (or via 1042 nm infrared emission) via the singlet ground state
1A. This results in a dip in fluorescence output. By transferring the populations
between ms¼ 0 and ms¼61, through absorption of resonant MWs at �2.8 GHz,
dependent on the Zeeman shift of the 3E levels, this drop in fluorescence can be
directly observed (ODMR). The electronic transitions are hyperfine split by the 14N
nuclear spin.

FIG. 2. (a) Schematic of the specially cut diamond crystal, optical coatings and fil-
ter, attached photodiode, and MW antenna. We use two cut surfaces, one at the
diamond Brewster angle (67�) to ensure maximum transmission of a beam perpen-
dicular to the diamond front surface and a second cut at 22:7� to direct the beam
laterally through the entire width of the diamond, exciting the maximum number of
NV centers as possible and exiting at an identically cut facet on the opposite side.
(b) Labeled photograph of the opened handheld sensor head.
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diamond. We estimate the pump beam to propagate inside at least the
full width of the diamond (�6mm). As indicated in Fig. 2, the back
side of the diamond was coated with a highly reflective (HR, R> 99%)
coating covering the spectrum 500–800nm, while the front side was
HR (R> 99%) coated for 532nm and antireflective coated (R< 1%)
for 600–800nm. We attach a 550nm long pass optical filter (Thorlabs
FELH0550, cut to size) before the photodiode to reject stray pump
light.

The diamond was mounted onto a printed circuit board with a
MW split-ring resonator22 with a diamond loaded design resonance
frequency of 2.89 GHz confirmed by a S11 reflection measurement.
Microwaves were delivered from an external source (Stanford SG380
with Minicircuits ZHL-16W-43þ amplifier) at a 500 kHz width fre-
quency modulation at 33.3 kHz. For the magnetic field measurements,
we applied a MW drive with three frequency components separated by
the 14NV hyperfine frequency of fhf¼ 2.16 MHz to boost sensitivity.21

For optical detection, we used photodiodes (PDB-C160SMCT-
ND, Advanced Photonix), 15V battery reverse biased. The photodiode
responsivity was R532nm¼ 0.2A/W at 532 nm and R637nm¼ 0.37A/W
at 637nm. By using a small polarizing beam splitter and half-wave
plate, we sampled a fraction of the 532nm pump laser beam and
directed this onto a secondary, identical photodiode in a balanced
detection scheme in order to perform common mode rejection (CMR)
of pump laser technical noise. The resulting signal was passed into a
lock-in amplifier (Stanford Research 850), external to the sensor head,
locked to the MWmodulation frequency (33.3 kHz), with output digi-
tized by an external analog-to-digital converter (NI-DAQ 6221) allow-
ing precise detection of the ODMR spectrum. We consider that in an
updated design, these components could be readily incorporated in
the sensor head.

We optimized our setup by first measuring the DC photocurrent
Ipc directly using an ammeter from the primary photodiode on the dia-
mond as a function of pump laser power from 30 mW up to 0.5W.
We also measured the amplitude spectral density (ASD) of the
detected modulated (fm¼ 33.3 kHz) fluorescence signal using only the
primary photodiode and by CMR via balanced detection. This was
done by a fast-Fourier transform of a 1 s signal digitized at 125 kSa/s,
taking the average level up to the �3 dB filter roll-off imposed by the
lock-in time constant (1ms). The ASD as a function of Ipc can be seen
in Fig. 3 alongside the shot noise level, calculated from the DC photo-
current, and the electronic noise floor. We define the electronic noise
floor as the noise level from the detection electronics with zero pump
and ambient illumination. The single and balanced photodiode data
therefore include this electronic noise. The measurements demonstrate
the dominance of technical noise from the pump laser over all other
sources of noise. CMR of technical noise was able to reduce the noise
level by >�10 vs single diode detection. Using CMR, we were able to
obtain near shot noise limited fluorescence detection, the difference
being due to the limitations of our manual (optical) balancing scheme.
We measured photocurrent to scale linearly with pump power, indi-
cating better photodetection sensitivity at high power (due to the scal-
ing of shot noise with the root of laser power). Using maximum laser
power (0.5W), we then measured the ODMR spectrum from the dia-
mond. In order to resolve the 14NV hyperfine structure, we use a fixed
offset field �1mT from two rare earth magnets. The optical magnetic
resonance spectrum was recorded by sweeping the MW frequency,
measuring the modulated photovoltage using a lock-in amplifier. The

plotted spectrum in Fig. 4 arises from the deliberate permanent mag-
net alignment along one of the four h111iNV axes and clearly shows
the 14NV hyperfine splitting. By a linear fit to the ODMR spectrum,
we determine a slope of 25lV/Hz corresponding to 0.7 mV/nT
assuming a shift of 28Hz/nT. This slope was optimized by repeating
the ODMR spectrum as a function of MW drive power. The optimum
power prior to amplification was 4 dBm and �2 dBm for the main
and 2.16 MHz drive, respectively, giving�6W from the amplifier. We
note importantly no saturation of the ODMR contrast with laser
power, an issue that can limit NV sensor sensitivity.23 With the sensi-
tivity determined from the ODMR spectrum, we measured magnetic
sensitivity as a function of magnetic field frequency, again by fast-

FIG. 3. Mean amplitude spectral density of the optical signal over the 125 Hz sens-
ing bandwidth, plotted as a function of photocurrent, Ipc for a single photodetector
(the primary photodiode on the diamond), at 330 mW and 0.5W for two photodetec-
tors in a balanced configuration to reject common mode noise (with CMR). We also
plot the shot noise for a single detector calculated from Ipc ð�

ffiffiffi

2
p

for CMR) and the
electronic noise floor.

FIG. 4. Optically detected magnetic resonance (ODMR) spectrum, recorded as a
function of MW drive frequency with CMR on. We observe the ms ¼ 0$ þ1 elec-
tron spin transition and hyperfine splitting arising from 14NV. By a linear fit to the
slope of the ODMR spectrum, we determined the relation between signal voltage
and frequency shift to be 25 lV/Hz, from which we determined the magnetic field
sensitivity using the relation ceBz; assuming ce¼ 28 Hz/nT.
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Fourier transform of 1 s of digitized signal at 125 kSa/s. The magnetic
noise density spectrum is plotted in Fig. 5. We compare sensitivity with
CMR on and off and at MW drive frequencies of 2.905 GHz and 2.908
GHz, corresponding to the points of maximum (least) magnetic field
sensitivity as determined from the maximum slope (peak) of the ODMR
spectrum. We plot the ultimate electronic noise floor, defined by our
amplifier and analog-to-digital converter, located at� 2 nT=

ffiffiffiffiffiffi

Hz
p

.
The amplitude spectrum shows a noise floor of � 150 nT=

ffiffiffiffiffiffi

Hz
p

without CMR and �7 nT=
ffiffiffiffiffiffi

Hz
p

with CMR turned on. This highlights
how essential rejection of laser technical noise is in diamond magne-
tometry. When magnetically sensitive, we observed peaks primarily at
50Hz and 150Hz. Such peaks were not observed when at a magneti-
cally insensitive drive frequency (2.908 GHz). These frequencies corre-
spond clearly to direct detection of the magnetic field produced by
nearby electrical transformers: the strong 3rd harmonic at 150Hz is a
frequency component of the transformer magnetic field produced by
magnetic hysteresis in the transformer core. Were we detecting spuri-
ous mains electrical noise, the 2nd harmonic at 100Hz would also be
strongly present. Peaks at 60Hz and higher harmonics were traced to
inbuilt components in United States-purchased equipment.

Based on the detected photocurrent, we calculate the total optical
power detected by the primary photodiode to be 3.6 mW. This corre-
sponds to an estimated shot noise limited sensitivity of � 3 nT=

ffiffiffiffiffiffi

Hz
p

.
The absorption cross section at 532nm for a single 14NV center is
reported24 to be rNV¼ 3.1� 10�15 mm2. Taking a NV density of
6.4� 1013 cm�3, a NV quantum efficiency of g � 0.9,25 and a propaga-
tion length inside the diamond of 6mm, the fluorescence power from
the ensemble is 0.53 mW at the maximum pump power (0.5W). This
is significantly lower than the measured fluorescence power of 3.6 mW.
This illustrates that the majority of the photocurrent is due to leakage
of pump light past the filter and into the photodiode. It also highlights
the minimal single pass absorption of the pump light by our diamond
with this level of NV defects. Such absorption can be enhanced by

boosting defect density via optimized doping, irradiation, and anneal-
ing or by use of an optical cavity around the diamond.25

Our current design has potential to be improved to subnanotesla
sensitivity and in compactness and size. The primary limitation of our
sensor head size was the internal focusing optics, which could be fur-
ther miniaturized. Increasing the NV concentration in combination
with 12C purification has been shown to improve ODMR contrast and
reduce linewidth.9 Leakage of pump light, in a wide range of incidence
angles, proved difficult to fully reject in our sensor using available
commercial filters. Further improvement in filter composition and
structure is required in this geometry. Moving the filter away from the
diamond surface to narrow the incidence angle of scattered pump light
would help, but at the expense of sensor miniaturization. An ideal filter
rejecting all pump light reduces the shot noise by approximately a fac-
tor of 2–3. Electronic balancing of the detection and CMR would
reduce our electronic noise floor. In the shot noise limit, simply
increasing laser power would improve sensitivity (3.3W pump power
has been demonstrated26). We note that our bandwidth is not imposed
by the physics of our sensor and could easily be increased in order to
detect higher frequency fields, limited only by relaxation time T�2. A
noise source not considered here is temperature variation, dependent
on heat dissipation and the local environment. It has been demon-
strated that such temperature effects can be efficiently corrected by
driving simultaneously at both the ms¼61MW resonances.27

Several recent efforts have been made to produce a miniaturized
NV magnetometer as an integrated package,18,19 with onboard light
and MW sources, of sensitivity in the 30–100 nT/

ffiffiffiffiffiffi

Hz
p

range. We
show that to achieve subnanotesla level sensitivity may require pump
power of the order of several Watts for a millimeter-scale diamond
with a sufficiently large NV ensemble at currently achievable NV
defect densities and levels of material strain. This factor suggests that
having a sensor head(/s) into which laser and MWs can be coupled (a
setup common in, e.g., medical devices) may be preferable for high
sensitivity operation, since it may be difficult to generate enough
power at low electronic noise in an integrated package within the sen-
sor head.

The level of sensitivity we demonstrate in this work should per-
mit many new applications. We particularly highlight applications in
sensing of weak (nanotesla, picotesla scale) magnetic fields from bio-
logical sources, such as living tissue or samples in solution. This can be
difficult for alternative techniques, e.g., unencapsulated magnetoresis-
tive sensors, relying on electrical readout. Biocompatibility of diamond
allows high proximity with a sample, assisting field detection given the
rapid (cubic) drop in field strength with distance. Competing techni-
ques may need to be positioned relatively far (many millimeters) from
the sample. Of particular interest is sensing of bioelectric signals by
their magnetic field that cannot otherwise be easily accessed by electri-
cal probes (for example, magnetoencephalography of the brain) where
current magnetometers—superconducting quantum interference
(SQUID) devices or recently demonstrated atomic vapor cells28—are
expensive and cumbersome and have poor spatial resolution.

High spatial resolution in diamond NV sensors can be readily
achieved by imaging fluorescence with a camera and has been demon-
strated elsewhere in, e.g., geological samples29 and magnetic bacteria
to the micrometer scale.30 Biological signals are typically observed in
the hundreds of hertz to low-kilohertz frequency range, over which we
demonstrate excellent sensitivity in this work. Other low frequency

FIG. 5. Magnetic noise frequency spectrum at 0.5W pump power, plotted as ASD
in nT/

ffiffiffiffiffi

Hz
p

. We show the noise density without balanced detection (CMR off), with
CMR on and the detector magnetically sensitive (2.905 GHz) and insensitive (2.908
GHz). We also show the electronic limit (pump off). We observe a mean noise floor
of 7 nT/

ffiffiffiffiffi

Hz
p

when rejecting laser technical noise. We observe the same high fre-
quency peaks at 400-1 kHz on all data, from the power supplies and cooling fans.
Only when magnetically sensitive do we clearly observe 50/150 Hz peaks from
mains transformer field.
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magnetic signals of interest include diagnostics of mains power sys-
tems (transformers, motors) operating at DC or single/three phase
50/60Hz.

In conclusion, we have developed a diamond magnetometer with
a handheld sensing head, with a sensitivity of 7 nT/

ffiffiffiffiffiffi

Hz
p

and an ulti-
mate noise floor of 3 nT/

ffiffiffiffiffiffi

Hz
p

. We demonstrate robust, flexible sens-
ing using diamond NV centers which is not limited to fixed benchtop
applications. We discuss a route to achieving sub-nT/

ffiffiffiffiffiffi

Hz
p

sensitivity
through improvements in the NV-concentration, optical filtering, and
detection and by implementing pulsed measurement schemes.
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Chapter 5

Optimization of a Diamond Nitrogen
Vacancy Centre Magnetometer for
Sensing of Biological Signals

5.1 Introduction

Sensing biosignals is a powerful tool for clinical diagnosis and fundamental research.
Standard electrophysiology techniques typically rely on invasive probe sensors that
show poor spatial resolution and limited access to deep tissues. In the current chap-
ter, we present advances in the biomagnetic sensing field using a bio-compatible NV
diamond magnetometer with sensitivity of 100 pT/

√
Hz. With a solid-state sensor

that can operate at room temperature and in an unshielded environment, this setup is
suitable for a variety of different ex vivo systems, including brain slices or mammalian
muscles. A discussion of the challenges of achieving such measurements is given, in-
cluding the filtering of external magnetic noise and temperature stability. Addition-
ally, the steps toward improving sensitivity using pulsed magnetometry schemes are
presented along with the steps towards wide-field NV imaging of biological signals.
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5.2 Publication

This section was published in Frontiers in Physics with the title of “Optimization of a
Diamond Nitrogen Vacancy Centre Magnetometer for Sensing of Biological Signals”
as follows:
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Sensing of signals from biological processes, such as action potential propagation

in nerves, are essential for clinical diagnosis and basic understanding of physiology.

Sensing can be performed electrically by placing sensor probes near or inside a

living specimen or dissected tissue using well-established electrophysiology techniques.

However, these electrical probe techniques have poor spatial resolution and cannot easily

access tissue deep within a living subject, in particular within the brain. An alternative

approach is to detect the magnetic field induced by the passage of the electrical signal,

giving the equivalent readout without direct electrical contact. Such measurements are

performed today using bulky and expensive superconducting sensors with poor spatial

resolution. An alternative is to use nitrogen vacancy (NV) centers in diamond that promise

biocompatibilty and high sensitivity without cryogenic cooling. In this work we present

advances in biomagnetometry using NV centers, demonstrating magnetic field sensitivity

of ∼100 pT/
√
Hz in the DC/low frequency range using a setup designed for biological

measurements. Biocompatibility of the setup with a living sample (mouse brain slice)

is studied and optimized, and we show work toward sensitivity improvements using a

pulsed magnetometry scheme. In addition to the bulk magnetometry study, systematic

artifacts in NV-ensemble widefield fluorescence imaging are investigated.

Keywords: diamond, biosensing and bioimaging, NV center in diamond, magnetic field, sensing

1. INTRODUCTION

Many biological processes generate electrical signals, for example synaptic transmission and
muscular contraction. Such signals give key information on the functioning on biological
systems, either for clinical diagnostic purposes (such as electrocardiography) or for fundamental
understanding of processes and structure. Measuring these signals is typically performed using
electrical probes carefully positioned in the desired region. This however poses difficulties if this
region is not easily accessible, such as inside the brain, or where signals must be highly spatially
resolved. An alternative approach is to measure the magnetic field produced when these signals
propagate as electrical current. Existing techniques for this, such as magnetoencephalography
(MEG) or magnetocardiography (MCG) are limited by reliance on superconducting quantum
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interference device (SQUID) systems [1]. These suffer a
number of disadvantages including the need for an expensive
magnetically shielded room and bulky cryogenic cooling,
increasing the sample-sensor distance and resulting in weaker
magnetic field at the sensor and poor spatial resolution.

A number of technologies are currently being researched in
an effort to replace SQUIDs and overcome these difficulties,
including microelectromechanical (MEMs) sensors [2], sensors
based on magnetoresistive effects for magnetomyography [3]
and in particular atomic (optically pumped) magnetometers for
which cryogen-free MEG has recently been demonstrated [4].
Another alternative in the solid state is to sense magnetic fields
using nitrogen vacancy (NV) centers in diamond [5]. Such
defects, specifically the NV− center, have an electronic structure
that results in magnetic field dependent variation in fluorescence
output under illumination with resonant microwaves (MW) and
532 nm green laser light. Although as yet the sensitivity to
magnetic field of NV sensors is worse than SQUIDs or atomic
magnetometers, they have a number of advantages well-suited to
biosensing. They operate under ambient conditions, from DC to
kHz+ bandwidth needed for ms-timescale biological signals and
in close proximity (or even within [6]) cells or tissue, due to the
excellent biocompatibility of diamond. The high density of such
defects in the material also makes possible imaging of biological
signals near the optical diffraction limit with micrometer scale
resolution, in a way not possible by competing techniques.
Finally, the high dynamic range of NV sensors means they can
be operated without extensive magnetic shielding from ambient
magnetic noise (e.g., from 50/60 Hz mains) and unlike atomic

FIGURE 1 | (A) Simplified level structure of an NV− defect in diamond. Under 532 nm green laser illumination and on microwave resonance between the fine (and

hyperfine) split levels, decay back to the 3A2 ground state can occur non-radiatively/via IR emission, resulting in magnetic field sensitive drop in red fluorescence.

(B) Simplified schematic and photograph of our electrophysiology microscopy-style setup, with illumination and fluorescence collection under a raised platform, with

access from above by contacting electrodes and a white light microscope. Key: (A) micromanipulators, (B) stimulation/readout electrodes, (C) sample chamber, (D)

diamond (in AlN plate, on MW antenna board), (E) tilted mirror directing laser to sample, (F) collection lens/microscope objective, (G) photodetector, (H) optional tilted

mirror for second laser (not shown in image), (I) solution feed tubing, (J) DC offset permanent magnets, (K) white light microscope.

magnetometers, they do not require shielding from the Earth’s
magnetic field to achieve maximum sensitivity.

Figure 1A shows the simplified level structure of an NV−

defect in diamond used for such sensing. Electrons excited by
a 532 nm pump laser can decay in two ways. The most likely,
labeled (1) is directly in the triplet state between ground 3A2 and
excited 3E state. However, if microwaves (MW) are applied on
resonance between the ground ms = 0 3A2 state and its fine ms

= ±1 (and hyperfine) split levels (2.8 GHz) followed by pump
excitation, decay back to the ground state can occur through
process (2), via singlet shelving states 1A, 1E and non-radiative
processes/weak infrared emission peaking at 1,042 nm [7]. This
leads to a drop in fluorescence output on microwave resonance
of up to 30% for a single NV, or 1–2% for a large NV ensemble
[8]. This process is termed ODMR: optically detected magnetic
resonance. The ms =±1 states can be Zeeman split by a magnetic
field, which shifts the resonance frequency, allowing detection of
the field amplitude by monitoring fluorescence output. A 1 nT
field produces a shift of 28 Hz when the field is aligned along an
NV axis and shifts down to a few Hz can be detected within 1
s of acquisition time, corresponding to the picotesla level fields
expected from biological signals.

Biosensing can cover bulk magnetometry, collecting
all emitted fluorescence from a diamond and aiming for
maximum overall sensitivity. It also covers widefield imaging
magnetometry, aiming for realtime imaging of magnetic field at
high resolution using a microscope objective and a camera. It
can also cover scanning magnetometry using single or few NVs,
via confocal microscopy, a scanning NV tip or nanodiamonds
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within a biological sample [9]. In this work we focus only the
first two areas, bulk and widefield sensing. An excellent up to
date summary of the field in general is given in the recent work
by Barry et al. [10].

To date, bulk magnetometry biosensing has proved
challenging. Barry et al. [11] demonstrated detection of
single neuron action potentials from a marine worm, with
excellent 15 pT/

√
Hz low frequency sensitivity. Few groups have

yet to replicate this level of sensitivity, let alone on a biological
specimen. We note a distinction between DC-low frequency
sensitivity and the typically significantly better AC (>10 kHz)
sensitivity achievable using pulsed dynamical decoupling
techniques, where 10 pT/

√
Hz has been demonstrated [12–14].

These frequencies are however too high for detection of many
biological signals in the sub-kHz range. The best reported low
frequency/DC sensitivities are typically worse [15–17] with
few-nT/

√
Hz. Vector magnetometry has also been demonstrated

in the DC-low frequency range, important since magnetic fields
from complex biosystems may not be easily directed along a
single sensitive NV axis [18, 19].

For widefield imaging, a goal is to image the field from
biological signals (such as neuron action potentials) [20, 21].
However, the pixel imaging sensitivity is on the order of 250
nT–2 µT/

√
Hz, as yet insufficient for imaging pT-level fields

[22]. Biosensing imaging work has therefore focused on samples
which have a strong magnetic field due to the presence of
ferromagnetic material [23–25]. Several works have studied
magneticmicrobeads, the tracking of which can have applications
in biology [26]. The majority of work however has focused on
imaging non-biological samples with far stronger magnetic fields,
such as geological samples [27], vorticies in superconductors
[28], and ferromagnetic nanowires [29].

In this work we present experimental measurements using
bulk magnetometry and widefield sensing. We demonstrate
a magnetometer setup with 100 pT/

√
Hz sensitivity which is

designed and optimized for measurements of magnetic field
from biological samples. We show the setup, in an inverted
microscope geometry, is also well-suited for widefield imaging.
We discuss the adaptations and considerations required for
biological magnetometry and the potential limitations and
pitfalls in terms of sample damage and imaging artifacts. Finally,
we discuss the future prospects for these methods, with reference
to our measurements using pulsed magnetometry.

2. MATERIALS AND METHODS

Our NV magnetometer setup is pictured in a schematic and
photograph in Figure 1B. We use an inverted microscope
geometry, where laser excitation and light collection is performed
with the diamond held on a raised platform, above a microwave
antenna board and below a custom-3D printed bath chamber
for holding a biological sample (C and D, Figure 1), with the
solution fed via capillary tubes (I) from a peristaltic pump.
This configuration has developed from typical electrophysiology
microscopy setups. The setup allows a test sample to be placed
directly above the diamond, with easy access to the sample from

above, allowing the entry of stimulating electrodes using 2-axis
adjustable micromanipulators (A,B) and a white light microscope
(K) for positioning the electrodes and sample examination.

Fluorescence from the diamond can be collected from beneath
the platform (F), using either a microscope objective or a
condenser lens in a beam tube. Via a mirror, this is then directed
to the photodetector (G), placed below and infront of the raised
platform. Using a beamsplitter, a reference beam is also supplied
to the detector for noise rejection. Pump light is supplied from a
tilted mirror (E) to the right of the setup at Brewster’s angle for
diamond (67.5◦) to maximize coupling into the diamond (light
can also be supplied from the left using a second tilted mirror
(H) from a second laser if required). Polarization of the pump
light is controlled using a polarizing beamsplitter and half wave
plate. Alternatively, both pump illumination and fluorescence
collection can happen through the same lens using a dichroic
mirror and optical filter to split the red/green components. This
allows a focused beam to be supplied for imaging. In order to
split the defect energy levels, optimize sensitivity in a single
on-NV axis direction and obtain good contrast and sensitivity,
a mT scale DC offset field is provided by two neodymium
permanent magnets (J) placed infront and behind the sample
chamber along with field coils for applying test signals. To switch
between bulk sensing and imaging, minimal simple adaptation
is required: the condenser lens/beamtube (F) is replaced with
a microscope objective using the same screw fitting and the
balanced photodetector (G) replaced with a suitable camera.

2.1. Diamond Material
Careful selection of exposure dose, 12C isotopic purification
to remove the negative effects of 13C spins [30, 31] and
understanding the role of strain [32] are key to maximizing
sensitivity by achieving narrow microwave resonance linewidths
and high fluorescence contrast (change in output between
microwaves on/off). In this work we use a diamond (grown
at LSPM, Paris) with a 20 µm CVD-grown 12C purified layer,
doped with 5 ppm nitrogen-14, carefully irradiated using H+

ions (at U. Leipzig) and subsequently annealed at 800◦C. Figure 2
shows ODMR for our 12C purified diamond. The linewidth
FWHM, proportional to the dephasing time T2

∗[34], is on the
order of 1 MHz, as compared 10–50 MHz for high density and
unpurified samples.

Peak sensitivity balances high NV number (high brightness)
and ODMR contrast and linewidth. Brighter samples with
higher NV density tend to have a lower contrast and broader
linewidth and those with high contrast and narrow linewidths
tend to be low in brightness. Further discussion of the sensitivity
limitations, including the effects of laser line narrowing and
microwave power broadening are given in the work by Dreau
et al. [35]. Our diamond has a linewidth comparable to the better
diamonds in literature (FWHM ≤ 1 MHz), contrast of 1–2% at
maximum field sensitivity and total fluorescence collection of 5–
6 mW at 2 W of pump power. Based on these values, a simple
estimate based on realistic collection efficiencies gives a shot noise
limited sensitivity to DC and low frequency fields on the order of
10–20 pT/

√
Hz.
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FIGURE 2 | ODMR from our diamond sample. The 14N diamond was 12C

enriched with 20 µm of CVD overgrowth, then proton irradiated with N

concentration ≈5 ppm. (A) Normalized change in DC photovoltage with 2 W

pump power (max 6.5 mW fluorescence) at a range of microwave input

powers, each offset by 0.05. A ≈1.6 mT offset field was applied with fine

adjustment from field coils to overlap 2 NV axes and boost contrast to a

maximum of 5.1%. Due to microwave broadening and resulting loss of the

hyperfine features, actual peak sensitivity is reached at a lower 3.8% contrast.

The downward frequency shift observed is due to heating by the microwave

field. (B) ODMR at peak sensitivity using a 33 kHz MW frequency modulation

of 500 kHz mixed with a 2.16 MHz hyperfine transition drive (see method

details in the work by El-Ella et al. [33]). This boosts sensitivity to 100 pT/
√
Hz.

Linewidth FWHM is ∼1 MHz.

2.2. Laser Coupling and Light Collection
A factor critical to good performance in diamond NV
magnetometry is coupling laser light in at Brewster’s angle
for diamond. This produces significant improvements in
fluorescence generation by both coupling more pump light into
the diamond and increasing internal reflection of the pump light,
illuminating more NV centers [36]. This also has the additional
benefit of minimizing damaging pump laser leakage into any
biological sample. This configuration, used for all experiments
in this work, is achieved in our setup using a tilted mirror,
directing the light in from the right hand side of the setup. Using
an extra dichroic mirror, our setup also allows pump light to

be directed through a microscope objective, with light incident
perpendicular to the sample. Due to the limited field of view,
this however can lead to saturation in the ODMR amplitude and
reduction in contrast and sensitivity at higher power. For imaging
we therefore use a microscope objective just for fluorescence
collection. For the Brewster’s angle configuration, we rotated the
polarization of the incident light using a half wave plate to ensure
maximum transmission into the diamond.

Our setup was also designed to utilize more than one laser
beam incident on the diamond at the correct angle, using an
additional tilted mirror to the left hand side of the setup.
Although laser light from two separate sources is not coherent,
both beams can be sampled into the reference of a balanced
photodetector in order to effectively reject the technical noise
from both lasers simultaneously. This permits using two lower
cost DPSS 1–2 W lasers in combination to achieve greater
sensitivity, as compared to having to purchase a single, high
power, high stability laser. For imaging, our collection efficiency
was limited by the numerical aperture of the objective. For bulk
magnetometry, we used an aspheric condenser lens (Thorlabs,
antireflective coated) to maximize fluorescence collection.

2.3. Detection and Sensing Limitations
Sensing with an NV center ensemble is fundamentally limited by
shot noise from the strong fluorescence background originating
from transition directly from excited 3E to ground 3A2 triplet
state and the low 1–3% change in fluorescence level on
microwave resonance. This is the difficult task of detection of
a small dip in brightness on a large bright background with a
consequently high shot noise level. This shot noise limited regime
means sensitivity improves with the square root of the number of
NV centers (larger ensemble) and by high pump laser power (up
to the order of Watts). In order to address the NV− defects and
reach these power levels, we used a 532 nmDPSS laser (Coherent
Verdi) of maximumpower output 2W.We note that themajority
of the fluorescence produced is trapped within the diamond by its
high refractive index.

In practice, reaching this shot noise limited regime is difficult
due to laser technical noise and electrical readout noise. In
our setup, we rejected laser technical noise using a balanced
photodetector (Newport Nirvana) or by sampling the input laser
beam and digitally subtracting it from the fluorescence signal
[19]. The majority of our electrical readout noise originates
primarily from the transimpedance amplifiers within the detector
and the choice of photodiode. For the balanced detector, we used
the inbuilt photodiodes, with bandwidth limited by the electric
balance feedback circuit to 100 kHz. For the alternative sampling
and subtraction method, we chose a photodetector with a larger
area photodiode and higher capacitance (Thorlabs DET100) to
ensure maximum fluorescence detection, at the cost of higher
noise. Detection bandwidth was 10MHz, more than sufficient for
kHz signal detection.

For the majority of this work sensing was performed by
supplying microwaves frequency modulated at 33 kHz with 500
kHz modulation width. This modulation could then be detected
in the collected fluorescence from the diamond and the ODMR
spectrum recovered by sweeping microwave frequency and
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performing detection using a lock-in amplifier. Once the ODMR
spectrum had been obtained, a fixed microwave frequency was
used corresponding to the point of maximum slope and thus
giving the maximum response to any magnetic field induced
change in fluorescence output. We used a three-frequency drive
method as outlined in El-Ella et al. [33]. Measurements were
performed using a continuous wave method with constant
microwave and laser power.

In the section Pulsed Measurement of this work, short
microwave and laser pulses were instead used for sensing,
measuring the change in output on the readout laser pulse with
and without a prior microwave pulse. Pulses were generated
from a TTL pulse generator (Spincore Pulseblaster) and fed to
fast RF switches (Minicircuits) and an acousto-optic modulator
(Isomet). The objective of the pulsed scheme was to reduce
microwave power broadening effects and enhance ODMR
contrast [5, 8].

2.4. Measurement Environment
In order to maintain optimum sensitivity, it is necessary to well
control the environment in proximity to the diamond. This is
difficult to achieve in practice due to the need to hold biological
samples in solution that can vary in volume or composition
over time, due to movement (particularly muscle tissue) and
due to changes in temperature, all of which can shift the
optimummicrowave frequency and power required to maximize
magnetometer sensitivity.

The efficiency of microwave coupling to the diamond can
be considerably affected by having a water or other solution in
close proximity. This is particularly critical for antennas with
a narrow resonance, such as wire loops [37]. To counter this,
we fabricated a custom-designed broadband antenna on a PCB
board to be placed adjacent to the diamond. Using this antenna,
we could reoptimize MW power (often by several orders of
magnitude) after a stable carbogenated solution level sufficient
to hold the specimen within was reached. Typically a depth
of 0.5–1 cm was used, defined by the need to fully cover and
contain within the solution a biological sample, such as a tissue
slice or a mouse muscle. In order to maintain sensitivity, it
was critical to keep a constant solution level and constant flow
(provided by a peristaltic pump), avoiding shifts in the MW
resonance. Stabilization of the level could be passively achieved
by careful custom chamber design for the pumping rate required,
by manually constricting a section of tubing to reduce inflow or
by controlling the rate of inflow or outflow using needle valves
in the feed and return piping. These could either be manually
operated or controlled from a level sensor on the chamber. If
necessary to fully inhibit sample movement, inhibitor chemicals
as butanedione monoxime (BDM) (dissected tissue) or local
anesthetic (living specimen) could be introduced to the solution
feed and pumped to the sample.

Another factor was gradual thermal drift, caused by
microwave or (as previously discussed) laser heating. Thermal
drift could, over the course of minutes, push the optimum
microwave resonance frequency away from the setpoint
frequency, reducing sensitivity. To correct for this, we designed
automated software to perform an ODMR sweep every few

measurements, with the computer automatically determining
the point of maximum field sensitivity and maintaining the
microwave frequency at this point. This could alternatively be
performed continuously by keeping the frequency at a point
that maximized the strength of a low frequency (111 Hz) signal
applied to test coils aligned with the field sensitive axis.

2.5. Sample-Diamond Separation
Since magnetic field strength drops as the inverse of distance
(current carrying wire approximation) or the cube of the distance
(magnetic dipole approximation), only a small difference in
separation between diamond and biological sample (order of
µm [22]) can make a significant difference in signal detection
strength. This poses particular challenges for biological systems,
where the tissue generating the signal may unavoidably be many
millimeters from the sample (such as within muscle or under
bone) or cannot be directly in thermal contact with a diamond
heated by a laser beam. In our setup, we used a reflector/insulator
layer above the diamond (aluminum foil/Kapton tape) to
keep the sample as close to the diamond as possible while
minimizing heat transport from diamond to sample. We also
found that samples could float from the surface away from the
diamond. Using a Pt and nylon harp (standard equipment for
electrophysiology) helped stop this without disrupting the DC
offset magnetic field. We also used Ti hooks and electrodes to
hold the sample onto the diamond, with care taken not to damage
the sample.

2.6. Stimulating Electrode Type and Design
In order to stimulate a biological response, our setup was
configured to use standard electrophysiology probes attached
to micromanipulators, which could supply current pulses
to the sample. In electrophysiology experiments, only the
electrical performance of the test electrodes is important and
no offset magnetic field is used. This means many types of
electrical stimulation electrodes that can be purchased contain
magnetizable steel, often in the outer sheath of concentric-type
electrodes. Such electrodes become magnetized in the DC offset
field, which disrupts the field close to the diamond, significantly
reducing magnetometer performance. To avoid this problem
we developed an alternative, which was to use custom-made
electrodes using Pt/Ir wire with a glass or plastic outer sheath.
We found similar electrodes could be made from biocompatible,
non-ferrous Ti or W wire (Cu was not biocompatible unless
coated with Au or Ag/AgCl).

2.7. Averaging
Due to the weakness of biological signals, it is necessary to
repeat the signal N times and then average, with improvement
in sensitivity proportional to 1/

√
N. This however places

considerable demands on a biological sample, for example due
to fatigue in a muscle, due to damage induced in the tissue
by repeated stimulation or due to thermal degradation. We
found that a bath of carbogenated (5% carbon dioxide, 95%
oxygen) solution allowed the sample to survive for many hours,
permitting many thousands of stimulations and averages.
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FIGURE 3 | (A) Normalized spectrogram of magnetometer pickup from 30 to 170 Hz from FFT of successive 60 s long measurements (iterations) at regular intervals

over a period of 8 h. The variable phase drift during each measurement is seen as a broadening in frequency of the 50/150 Hz mains noise peaks. (B) Magnetometer

sensitivity from a single 60 s measurement using 1 W pump power while magnetically sensitive before (blue) and after (green) filtering. The low frequency noise floor is

∼150–200 pT/
√
Hz, (inset) timeseries of signal before and after filtering, showing significant improvement obtained, (C) Single 60 s measurement before filtering (blue),

after timeseries filtering (red) to remove phase drift and after notch filtering (green).

3. RESULTS

3.1. Magnetic Noise
In any practical laboratory or clinical setting, there will be

substantial magnetic field generation from mains transformers

in equipment and in building wiring. This occurs primarily at

the fundamental mains frequency (European 50 Hz or North
American 60 Hz) and the 3rd harmonic (150 or 180 Hz) arising

from magnetic hysteresis in the transformer, but also at higher
harmonics and at multiples of three phase frequencies. Such
low frequency fields are difficult to shield against, requiring
full mu-metal enclosure, impractical for processing of biological
samples, or extremely costly fully shielded rooms into which
feeding piping or cabling is equally hard. Active cancellation,
by using field coils to generate a counter field to the noise, can
reduce it but this is hard to achieve for multi-axis sensing at
a small 1–2 mm diamond, at kHz bandwidth and operating at
sub-nT/

√
Hz sensitivity. The majority of commercially available

systems cannot achieve these levels of field cancellation.

The alternative we present here is for the magnetically
sensitive signal from the diamond magnetometer to be processed
and filtered by Fast Fourier Transform (FFT) methods. This
requires not only effective filtering but minimal filtering, since
many biological signals have frequency components in the 10–
500 Hz range and any strong filtering here will distort or remove
the desired signal entirely. Such a filter must adapt to any drift
in mains frequency and be able to capture any transient noise
(such as from a fan or pump turning on and off). Further, it must
counter phase drift in the mains supply, which acts to spread the
mains noise across a wider frequency range.

In Figure 3 we demonstrate how effective this can be.
Magnetometer data was collected for 60 s in order to give good
frequency discrimination. Low frequency and DC drift arising
from laser power fluctuations is first removed by a highpass filter
at 10 Hz. Next, a 50 Hz zero phase pure sine wave is correlated
with a readout of the fundamental mains frequency obtained
from tapping input to a transformer, in order to obtain a time
series of the phase drift over the measurement period. A slight
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constant phase shift can be added to this signal to account for
any phase shift due to inductive effects, then normalized and
subtracted from the magnetic readout. This process could be
repeated several times to remove multiple (additive) sources of
noise with different phase. It can then be repeated at 150, 250
Hz, or other strong harmonics of mains. Consequently, the phase
drift broadening is removed in the frequency domain. Narrow
notch or bandstop filters can then be used, centered on the
noise frequencies, to remove any remaining noise components
(Figure 3C). Any high frequency RF noise could then be removed
by a final lowpass filter at 5–10 kHz. The overall effect in the
data is a reduction in noise by orders of magnitude, down to the
electrical and optical noise floors (inset, Figure 3B).

The ability to remove strong background magnetic noise
components is key to allowing diamond NV sensing to be used
in an ordinary lab or clinical environment without extensive and
costlymagnetic shielding for applications in research andmedical
diagnosis (e.g., magnetocardiography). This work complements
our recent work on a flexible handheldmagnetometer, containing
the diamond, focusing optics and electronic components [38].

3.2. Laser Heating
In order to optimize sensitivity in NV center experiments limited
by fluorescence shot noise, high laser powers of the order of
several Watts are required. This presents a challenge of focusing
a high power visible laser beam onto a mm-size diamond
while remaining within the ≤37◦C range from most biological
processes. We found that sudden changes in temperature, such
as from fast ramping of the laser to high power, would damage
biological samples. Heat must be dissipated from the diamond
while minimizing the distance between diamond and sample,
to maximize magnetic field strength at the diamond. Samples
often cannot be placed directly on a metal heatsink, as this would
short out any conduction paths and potentially interfere with the
microwave or DC magnetic offset fields.

Figure 4 shows the effect of slow ramping the laser power
on the electrical readout on the local field potential evoked in
the CA1 region of the hippocampus in a slice preparation of
a mouse brain. Placing the sample directly onto the diamond
surface, heated by the pump laser, was found to cause rapid
damage or death to the slice. By using a metal foil layer as
heatsink and to reflect stray laser light back into the diamond
and thinner Kapton tape as electrical insulation, it was possible
to ramp the laser slowly to high power while keeping the sample
alive, with the signal strength slightly improving through gradual
heating to a more optimal temperature for biological processes
(35–37◦C). We observed no signal for direct slice transfer to
a diamond preheated by the laser at 1 or 2 W, attributable to
thermal shock on placing it on the warm diamond. Ideally, the
foil/Kapton layers could be replaced with thin glass or polymer
(to be more robust against pressure from above) coated with Al
to form a mirror. It should be noted that standard commercial
glass coverslips are too thick for this purpose (type #0 are 85–105
µm thick).

One additional way of achieving good thermal dissipation is
to have the diamond in contact with a SiC wafer [11]. Another
method we utilize in this work was to use plates of aluminum

FIGURE 4 | Change in mouse brain slice hippocampal field potential in the

CA1 region at specific laser powers during laser ramp up (at 0.01 W every 20

s). The signal was recorded using a Pt/Ir electrical probe inserted into the

region. Laser power was ramped to a maximum of 1 W, with the slice

thermally isolated from the diamond by a layer of 20 µm thickness aluminum

foil heatsunk into the surrounding solution and 30 µm thickness Kapton tape.

The diamond is within the center of a 2 × 2 cm AlN plate.

nitride (AlN) with a precision laser cut hole for the diamond. AlN
is cheaper to purchase, easier to machine and has a good thermal
conductivity while being an electrical insulator. This allowed
heat to be dissipated out from the side facets of the diamond.
We note from our previous work that thermal effects on the
magnetometry can be canceled by driving two ms =±1 hyperfine
transitions, although at a factor 2× cost in sensitivity [39].

Although we present electrophysiology measurements from
the hippocampal slice here, we were unable to observe these
signals in the magnetometer readout. Our previous estimates
(detailed methodology in Karadas et al. [22]) had indicated
that reaching nT/

√
Hz sensitivity along with signal filtering and

averaging would be sufficient to resolve signals from a brain
slice. We speculate that this failure was due to magnetic field
cancellation at the diamond. We consider that this occurs due
to current propagation in other directions in the slice than the
desired direction we impose using the permanent magnet DC
bias field to maximize the magnetic field along the most sensitive
NV axis. We found it extremely difficult to position the slice (in a
solution bath) correctly to direct the current in the hippocampus.
Higher spatial resolution and/or vectormagnetometry is required
in order to probe the cause of the absence of magnetic signal. In
our setup this could not be achieved without reducing ensemble
size, fluorescence collection and excessively reducing sensitivity.
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FIGURE 5 | (A) Difference in fluorescence vs. readout pulse time (B,C). The

system is initialized with a laser pulse A. Before B a 680 ns π microwave pulse

is applied (MW on) and before C, no MW pulse is applied (MW off). The

difference in photodetector output voltage during these two pulses as a

function of time was measured and the difference is plotted in the figure (MW

on-MW off, V). Data is taken at a range of pump laser powers from a Gaussian

beam of waist 200 µm incident at Brewster’s angle. (B) Fitting to an

exponential with error estimates based on readout noise. Typical decay length

was 1 ms, reducing with higher pump power. This long readout time restricts

field sensing bandwidth to 250 or 83 Hz for a 3 pulse, common mode noise

rejection scheme. Linear fit (dashed) y = mx + c coefficients are m = 5.5 ×
10−4ms/mW and c = −1.1 ms.

Although widefield imaging microscopy cannot resolve pT-level
signals at the present time, this or scanning either the sample or
the diamond on a probe over the biological sample may prove a
method to overcome this issue in the future.

3.3. Pulsed Measurement
Substantial effort in recent years has gone into developing
pulsed laser/microwave schemes for field detection and imaging.
These have been very successful in improving sensitivity to
high frequency AC fields (>10 kHz) via dynamical decoupling

methods, rather than in the limit of low frequency and DC
signals. A significant problem for DC sensing is the time required
to read a large ensemble of NV centers required to achieve a high
level of sensitivity. This can limit the measurement bandwidth
to below that required for many biological sensing applications,
particularly if laser power must be limited in order to protect the
biological sample from damage.

Here we measured the ensemble readout time for our
diamond. We used a long (100 ms) initialization laser pulse (A)
to ensure that as many NVs as possible were initialized in the ms

= 0 ground state. We then sent a microwave pulse (on resonance
at 2.91 GHz) of variable length τ (MW on) This was followed
by a second laser readout pulse (B), followed by a repeat of
this sequence without the microwave pulse (MW off), finishing
with a second readout pulse (C) (see schematic, Figure 5A).
We measured the difference in fluorescence output between the
readout pulse with MW on (A) and MW off (B) as a function of
time, as would be necessary in a measurement scheme, such as
Ramsey interferometry. We varied the length of the microwave
pulse τ to maximize this difference, which was found at τ = 680
ns. For a single NV, this would correspond to a π-pulse. For our
large ensemble, this corresponds to an approximate π-pulse for
the most number (far from all) NVs. Figure 5 shows the result
of these measurements, measuring the difference in fluorescence
(detected photovoltage) as a function of readout laser pulse time
and averaging over 1,000 repetitions of the pulse sequence. We
find a readout (reinitialization) time with a decay time on the
order of 1 ms, fitting using a single exponential function. We
estimate the error bars on the exponential fit in Figure 5B) based
on the maximum deviation in fit parameter produced by the
peak to peak readout noise on the photodetector voltage, which
decreased with higher laser power (more fluorescence signal).
Within error bounds, the decay time could be decreased by
200–300 µs by increasing laser power from 20 to 218 mW, the
maximum possible using this measurement configuration due
to power limitations imposed by our acousto-optic modulator.
We estimate the laser power intensity at the diamond to be 1.5
kW/cm2. Assuming a linear extrapolation to the higher power
density used, our readout time is comparable to the 150 µs in the
work by Wolf et al. [13]. This is likely due to the reason given in
their work, related to Gaussian spread of pump laser power, but
also due to variations in strain and local field across the diamond
and NV ensemble.

We note that for a large ensemble, a constant amplitude
and phase microwave pulse will not correctly address all NVs,
either as a π-pulse in this example or as a π/2-pulse for
a sensing scheme based on Ramsey interferometry [10]. A
prospect to overcome this and enhance sensitivity in the pulsed
regime may be microwave pulse shaping, using an arbitrary
waveform generator and optimal control methods to boost
readout fidelity [40].

3.4. Widefield Imaging
The camera limitations of NV center widefield fluorescence
imaging are discussed in detail in our recent work [39]. A key
problem with NV ensemble widefield imaging is bit depth. The
majority of digital cameras in general and used for microscopy
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FIGURE 6 | Artifacts in fluorescence imaging experiments of a Ti/Au 50 nm cross on glass. In (A) the variation of microwave field is shown across an image with a

field of view (FOV) of ∼1 mm (using a ×10 objective). The result is a difference in brightness at a given MW frequency that can resemble a field shift, as can be seen in

the normalized ODMR plot averaging a 200 × 200 pixel region at different places (A,B) on the image. (B) The effect of vibrations (image wobble) on averaging of 100

successive images taken at 1 ms intervals using a 100× objective with ≈100 µm FOV. (C) Imaging at 7 Hz of vibrational modes of the diamond itself, which appear as

slight changes in brightness that can resemble magnetic field patterns.

work in only 8 or 10 bit depth (since the human eye cannot
distinguish a greater color or monochrome palette). With a
large background fluorescence brightness, this can result in
the on MW resonance contrast being spread across too few
digitization levels. We therefore use more specialized 12 and 16
bit cameras (Imaging Development Systems GmbH) in order to
avoid artifacts associated with low bit depth. An ideal camera
would be one with an initial analog black level correction stage,
that can spread the contrast across the full digitization range.

Such a high level of background brightness means shot
noise will significantly exceed readout noise or dark noise on
each pixel. Based on ODMR measurements and from technical
specifications, we can estimate the best sensitivity possible.
Assuming a detection area of 5 × 5 mm2 with 3.5 µm2 pixel size
(∼2 Mpixels) and a diamond with a ODMR linewidth of 1 MHz,

contrast of 2% and collecting a fluorescence output of ≈6 mW,
we calculate the best per pixel shot noise limited sensitivity of
an imaging system to be ∼50 nT/

√
Hz. This presently restricts

imaging of biological signals to specific, low bandwidth cases
rather than imaging of pT-level signals, such as those from neural
activity.

A key issue we address in this work is imaging artifacts that
can easily resemble magnetic fields. From our measurements,
we demonstrate a number of these in Figure 6. Variation in
microwave power and resonance frequency across the image
width can be more significant than the shift resulting from
local changes in magnetic field (Figure 6A), which can in turn
be mistaken for localized magnetic field imaging. Jitter or
wobble in repeated averaged images can produce patterns that
appear to be localized to electrodes or areas where a field is
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expected (Figure 6B). In addition, low frequency vibration of
the diamond itself in the typical frequency range of biological
signals can be observed in a magnetic-field like pattern of
fluorescence brightness change (Figure 6C). Finally, magnetic
field-resembling diffraction patterns can arise from imperfect
interfaces and air or solution gaps between diamond and sample.

4. DISCUSSION

Improved sensitivity is key for biosensing, since this would
allow greater diamond-sample separation while still being able to
detect the signal, would allowmore comprehensive measurement
and filtering of background noise and would permit biological
magnetic field imaging of even weaker signals (i.e., sub-pT to
fT level for MEG). Substantial work in the field has focused
on using pulse sequences to improve sensitivity [10]. This
method appears challenging for DC/low frequency sensing,
due to the bandwidth limitations of slow readout times for
large ensembles, although microwave pulse shaping and optimal
control techniques common in nuclear magnetic or electron
spin resonance experiments (NMR/ESR) may help here. A
number of novel sensing techniques are currently being pursued
which are suitable for sensing in this low frequency regime.
This includes experiments using an optical cavity and infrared
or green absorption [41, 42] or the very recent work by
Fescenko et al. [43] promising sub-pT/

√
Hz sensitivity using

flux concentrators. Novel techniques at an early stage, such as
laser threshold magnetometry [44, 45] also appear promising.
Such laser threshold experiments can potentially work with
other materials beyond diamond, avoiding the problem of the
large shot noise background from spin triplet fluorescence
emission. Another possibility we suggest here is that pump light
absorption may be exploited using interferometry techniques,
such as by placing the diamond with the sample in one arm
of a Mach-Zehnder configuration and detecting magnetic field
through the effect of the field-dependent absorption of the
diamond on the interference pattern generated at the output.
This requires minimizing reflective losses and good stable
transmission through the diamond in order to be realized.

It should be noted that many of these schemes pose problems
for positioning the biological sample near the diamond yet
out of the beam path. However, with sufficient sensitivity, the
stand-off distance between the sample and the diamond can be
increased (as is already necessary and possible for SQUID and
atomic magnetometers), allowing it to be displaced laterally from
the diamond while maintaining an orientation that directs the
magnetic field along a sensitive NV axis. Many of these novel
schemes are at an early stage and require further experiments
to test their viability before applications to biosensing can
be considered.

In this work, we have demonstrated methods that avoid
damage to biological samples. Further work is however required
in terms of improving dissipation of heat away from the diamond
and away from the sample. This is challenging since any heatsink
must be thin to minimize sample-diamond separation and also
electrically insulating. We note that there has been important

parallel effort in constructing integrated miniaturized sensors
[46–48]. Although their reported sensitivity is several orders of
magnitude worse, it is possible that by using techniques from
semiconductor fabrication (particularly efficient heatsinking)
that these devices may have a significant role to play in future
NV biosensing.

Finally, it is hoped that advances in diamond material
processing may drive future development. In particular,
improvements in CVD growth, nitrogen levels and conversion
to NV− centers, optimization of irradiation and dealing with
material strain. Patterning of the diamond may allow a greater
fraction of the fluorescence to escape, boosting efficiency [49].

5. CONCLUSION

Sensing of biological signals via their magnetic fields using
diamond NV centers provides a potential route to better
measure and understand them, whether in an electrophysiology-
style microscopy configuration or from MEG-style sensing of
inaccessible tissues in a living subject. Previous work has shown
the technique to be biocompatible and widely applicable to a
number of different systems, in both a bulk sensing and imaging
configuration. There are, however, challenges in realizing such
measurements, both in general from material limitations and the
need to filter out unwanted noise, to specific demands unique
to biosensing, such as maintaining temperature stability. In the
coming years, further advances in sensitivity are required in
order to realize ambitious sensing goals. A number of promising
ideas are currently under development, particularly using pulsed
schemes and in improving diamond material quality.
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Chapter 6

Detection of biological signals from a
live mammalian muscle using an
early stage diamond quantum sensor

6.1 Introduction

Sensing electrical signals generated by action potentials passively and non-invasively
is crucial in biomedicine. Current techniques for passive sensing such as magnetoen-
cephalography and magnetocardiography make use of complex magnetometers that
can detect magnetic fields generated deep within the tissues. Although extremely sen-
sitive, these magnetometers such as SQUID or SERF, have the disadvantages of being
bulky, expensive as well as having limited bandwidth and poor spatial resolution.

In the next section, following the experimental methods described in Chapters 3 and
5, the first demonstration of magnetic sensing of action potential in mammalian mus-
cles is carried out. By employing a cw-ODMR scheme in a wide-field configuration,
action potentials in Extensor Digitorum Longus (EDL) muscle in mice are sensed si-
multaneously with a diamond NV sensor as well as probe electrodes. Pulsed blue LED
light is used to trigger muscle fibers to fire action potentials in mice that have been
genetically modified to express Channelrhodopsin-2, a light-activated cation channel.

The described methods are not limited to optogenetics studies and the measured sig-
nals can be easily recovered with digital signal processing techniques. Despite the
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need for high-power green laser pump, it is shown that the sample can be kept alive
and in close contact with the diamond sensor for many hours. By chemically in-
hibiting the muscle contraction, while retaining the action potential propagation, it is
ensured that the measured signals are free from movement artifacts. The averaged
magnetic signals shows a noise level of ∼ 20 pT (Standard Deviation) and an action
potential peak amplitude of 300 pT, resulting in a signal-to-noise ratio of ∼15.

Although uncompetitive in terms of SNR with probe electrophysiology, this proof-of-
principle bulk experiment paves the way towards high-resolution imaging of electrical
activity in biological specimens.

6.2 Publication

This section was published in Scientific Report with the title of “Detection of biological
signals from a live mammalian muscle using an early stage diamond quantum sensor”
as follows:

62



1

Vol.:(0123456789)

Scientific Reports |         (2021) 11:2412  | https://doi.org/10.1038/s41598-021-81828-x

www.nature.com/scientificreports

Detection of biological signals 
from a live mammalian muscle 
using an early stage diamond 
quantum sensor
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Michael Kieschnick6, Jan Meijer6, Axel Thielscher3,7, Jean‑François Perrier2, 
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The ability to perform noninvasive and non‑contact measurements of electric signals produced by 
action potentials is essential in biomedicine. A key method to do this is to remotely sense signals by 
the magnetic field they induce. Existing methods for magnetic field sensing of mammalian tissue, 
used in techniques such as magnetoencephalography of the brain, require cryogenically cooled 
superconducting detectors. These have many disadvantages in terms of high cost, flexibility and 
limited portability as well as poor spatial and temporal resolution. In this work we demonstrate an 
alternative technique for detecting magnetic fields generated by the current from action potentials 
in living tissue using nitrogen vacancy centres in diamond. With 50 pT/

√

Hz sensitivity, we show the 
first measurements of magnetic sensing from mammalian tissue with a diamond sensor using mouse 
muscle optogenetically activated with blue light. We show these proof of principle measurements can 
be performed in an ordinary, unshielded lab environment and that the signal can be easily recovered 
by digital signal processing techniques. Although as yet uncompetitive with probe electrophysiology 
in terms of sensitivity, we demonstrate the feasibility of sensing action potentials via magnetic field 
in mammals using a diamond quantum sensor, as a step towards microscopic imaging of electrical 
activity in a biological sample using nitrogen vacancy centres in diamond.

Sensing of signals produced by living tissue is an essential tool for both medical diagnostics and for advancing 
the fundamental understanding of the structure and functioning of biological systems. Such signals, generated 
by propagating action potentials, are of particular importance in excitable cells such as neurons and muscle 
cells, allowing the cell-to-cell communication and movement that is essential for the functioning of the tissue 
and the organism as a  whole1. Action potential can be measured to high precision and sensitivity using electri-
cal probes, including by non-contact methods in proximity to neural  pathways2. However, electrical probes are 
difficult to use for measurements of activity within tissue. Here the electrodes must pass through the tissue and 
any protective layer (e.g. the bone of the skull for a living subject), with a high risk of inducing damage. In the 
case of dissected samples for microscopy, insertion of electrodes can produce erroneous results or kill neurons 
near the  probe3. For living subjects, this can have a severe impact on health, arising either from direct damage or 
secondary infection, particularly those arising from breaching the blood-brain  barrier4. A further disadvantage 
is limited spatial resolution offered by a single point or multielectrode  arrays5. Correctly positioning thin, flex-
ible probes to reach a precise measurement site inside tissue is very difficult, with multielectrode arrays further 
adding to the invasiveness of the technique.
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Magnetic field sensing provides an alternative route towards noninvasive, high resolution, high speed sens-
ing. Here the magnetic field from electrical activity in any part of the tissue, including deep within it, can be 
detected to high precision and spatially localised without contact, from outside the specimen or subject and 
without the need to insert invasive probes. To date, techniques for sensing biological magnetic fields, for example 
magnetoencephalography (MEG) of the living brain, have been primarily based on superconducting quantum 
interference devices (SQUIDs)6–9.This approach requires bulky magnetic shielding and cryogenic cooling, thus 
preventing proximity studies of living tissue and delivering poor spatial resolution. These disadvantages have 
also limited the use of the technique for dissected tissue microscopy.

Noninvasive detection of magnetic fields in an unshielded, ambient environment can instead be realized by 
using nitrogen vacancy (NV) centres in diamond for magnetic field  sensing10–12. NV centers are quantum defects 
that can provide broadband vector magnetic field  sensing13–16 and imaging with high spatial resolution under 
ambient conditions using the technique of optically detected magnetic resonance (ODMR)17,18. It has broad 
applicability in life  science19,20 particularly due to the high biocompatibility of diamond, which can be placed in 
contact or even within biological  specimens21,22.Thus far NV sensing has focused on static or slow processes, such 
as imaging magnetotactic  bacteria23,24. As yet there has been limited demonstration of sensing biological electro-
physiological signals via magnetic field using diamond, with the most notable work being that by Barry et al.25 for 
invertebrates. Difficulties have included reaching sufficient sensitivity, keeping the sample alive and undamaged 
during measurement, interference from stimulation artifacts and the presence of background magnetic noise.

In this work, we report the first use of a diamond quantum sensor to measure action potentials in vitro from 
a live mammalian specimen via their magnetic field. We detect the induced field from the dissected leg muscle of 
a genetically modified mouse, using optogenetic stimulation of channelrhodopsin to induce the action potential 
through blue light stimulation. We achieve a magnetic field sensitivity of 50 pT/

√
Hz and demonstrate methods 

that allow the specimen to remain alive under continuous measurement by the sensor. By using advanced data 
post-processing and filtering, we are able to demonstrate the first example of sensing of magnetic field from 
optogenetic stimulation using such a sensor under ambient conditions in a noisy, unshielded laboratory. Although 
as yet uncompetitive with probe electrophysiology in terms of sensitivity at this early stage, we consider these 
measurements an early but important step towards the goal of in vivo biosensing from living specimens using 
diamond quantum sensing, with the particular end goal of demonstrating sensing and imaging of signals in 
neural networks in the mammalian  brain26,27.

Results
We used an inverted microscope containing a diamond magnetic field sensor, consisting of a single crystalline 
diamond sample with a 20µm layer comprising a high density of NV centers at the top facet (Fig. 1, see “Meth-
ods” section). The biological specimen was placed near the NV surface separated only by a foil/insulator layer, 
thereby ensuring high proximity of the specimen to the sensing NV layer. Laser light at 532 nm and frequency 
swept microwaves were applied to the NV sensor, while the induced fluorescence from the NV centers was 
imaged onto a photodetector. The time-varying magnetic field from the specimen was then detected using the 
protocol of optically detected magnetic resonance (ODMR) magnetometry.

Dynamic range and background noise. The diamond sensor was capable of measuring all the ambient 
background noise up to the kHz frequency range while maintaining maximum sensitivity without the sensor 
signal output saturating. An example of the raw magnetometer signal measured can be seen in Fig. 2a,b. Assum-
ing an ODMR linewidth of 1 MHz, the approximate dynamic range without loss of sensitivity was estimated as 
42µT , comfortably above the 600 nT level of the predominant 50 Hz and 150 Hz background noise.

We first measured the background noise detected by the magnetometer with deionised water in the chamber 
but without a muscle. Figure 2c shows the amplitude spectral density, measured at microwave frequency on 
resonance (magnetically sensitive). Our noise floor was approximately 50 pT/

√
Hz , defined by contributions 

from the electronic noise of the amplifiers and photodetector and the shot noise of the detected fluorescence. 
Here the shot noise limited sensitivity was approximately 8 pT/

√
Hz . To characterise the noise, we measured 

the magnetometer output over many hours. The result can be seen in the spectrogram in Fig. 2d, showing the 
range ( < 1 kHz) where we expected to observe a biological signal. The two largest noise peaks can be seen at 50 
Hz and 150 Hz, as expected from magnetic field detection of the fundamental mains frequency and from field 
produced by equipment transformers, each peak broadened by variable phase drift. Aside from mains harmonics, 
we observe a number of broad and narrowband noise sources. The majority of these we attribute to variable load 
airconditioning and water pumps in the building where the experiment was located, including some equipment 
from United States manufacturers that produced 60 Hz fields. We consider this background typical for a research 
lab or clinical environment.

Muscle electrophysiology. Figure 3a shows a sketch of the fundamental biological process to be meas-
ured, where stimulation with light triggers a cascading opening of ion channels, generating an action potential 
(producing current flow and magnetic field) along the muscle. Further details on this process are given in Sup-
plementary Information. Prior to the magnetometry experiment, this optogenetic stimulation was tested in a 
preliminary investigation in a separate setup capable of measuring action potential and muscle extension force. 
An example of a stimulation, measuring action potential using electrical probes and by measuring the force 
resulting from subsequent muscle contraction can be seen in Fig. 3b . This test setup was used to determine the 
intensity of light required for good stimulation. No saturation in the electrical probe signal was observed up to 
the maximum intensity the light source could deliver.
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Figure 3c shows the response measured using an electrical probe contact to a stimulated muscle in the 
magnetometer sample chamber. We measured both the diamond sensor output and the electrical probe contact 
simultaneously, to give a complete picture of the muscle behaviour. The maximum biological signal amplitude 
as measured by the electrical probes versus time is given in Fig. 3d. The signal strength decreased over time as 
the muscle fatigued. This meant that after a certain time, a maximum signal to noise ratio was reached where 
further averaging would not help resolve the biological signal in the magnetic data. To find this point, we calcu-
lated the signal to noise ratio of the signal as a function of number of iterations during postprocessing. The rate 
of fatigue varied between different muscles, ranging from 8 h in Fig. 3 up to 16–18 h. We note that our electrical 
probe data was taken purely as a reference to compare to the magnetic readout. It was measured via a simple 
DC measurement using a home-built amplifier, making it far noisier than specially designed RF shielded, state 
of the art electrophysiology setups.

Filtering process. Figure 4a shows the amplitude spectral density from Fast Fourier transforming the elec-
trical probe data. The majority of the signal can be found in a frequency range from DC up to hundreds of Hz 
(blue histogram plot), thus unfortunately overlapping with the majority of the background magnetic noise. We 
make the reasonable assumption that the magnetic readout resembles the electrical probe readout since they 
originate from the same biological process. Therefore to filter the magnetic data, we limited the bandwidth to 
the range in which we expect a signal, thereby rejecting the majority of the background noise. Postprocessing 
the data collected, we imposed a digital bandpass filter from flow = 20 Hz to a range of upper cutoff frequen-
cies to determine the minimum at which the filter begins to corrupt the electrical probe data. This can be seen 
in Fig. 4b in the inset and as a percentage deviation from the raw signal in the main figure. We chose an upper 
cutoff of fup = 1.5 kHz, to include as many of the signal frequencies as possible. It can be seen clearly from the 
spectrum in Fig. 4a that this was more than sufficient to resolve the signal while excluding a significant amount 
of background noise.

In order to remove the background noise within the measurement bandwidth, we Fourier transformed each 
60 s iteration dataset, selectively applied frequency domain notch filters corresponding to the noise peaks and 
then inverse Fourier transformed the data to recover the a filtered version of the timeseries. Due to the frequency 

Figure 1.  Experiment schematic and photograph. (a) Simplified 3D schematic of the magnetometer setup, 
showing the laser and blue LED illumination and fluorescence (FL) collection directions and sample chamber 
orientation, the direction of maximum magnetic field sensivity (B) and the direction of current flow (I) in the 
muscle. (b) Side view schematic (not to scale) of the chamber/diamond sensor/MW antenna stack, joined and 
affixed to a movable plate with silicone. (c) Photograph from above of the chamber, showing solution inflow 
connections and the mouse muscle, below which the diamond lies separated by a layer of Kapton tape and 
aluminium foil acting as a heatsink.
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overlap between signal and noise, it was critical to remove only parts of the signal that met two strict conditions: 
(1) to be clearly defined as noise (peak sufficiently above the white noise floor) and (2) only at those frequencies 
that did not distort the sought biological signal (on applying the same filter to the electrical probe data). Meeting 
only condition 1 would minimise noise while also removing the sought biological signal, whereas meeting only 
condition 2 would artificially recover the biological signal in the magnetic data by selection.

We met these conditions by using two threshold values. The first, nth we define as the multiple above the 
median spectral amplitude a peak must exceed to be classed as noise. To apply this, we divided the spectrum 
into 40 Hz wide windows, taking the median in each window mv and removed only those frequencies in each 
window that peaked above mv × nth . By windowing, we avoided an excessive biasing of the filtering towards 
lower frequencies, due to the background 1/fx spectral slope. The second threshold value, mth , we define as the 
percentage change in electrical probe signal relative to the unfiltered signal over a 40 ms window which starts at 
the time of stimulation ( t = 0 ). These methods are clarified further in Supplementary Information.

We first removed those frequency components with the largest spectral amplitude (most likely to be noise) 
and continued until the SNR for each 60 s iteration was maximised, requiring between 60–200 notched frequen-
cies. In the Supplementary Information, we show how this process can be simplified by first removing the broad 
50/150 Hz mains noise through time domain filtering, flattening the spectrum in the < 200 Hz  range28. We note 
that excluding the noise at < 5 Hz due to laser power fluctuations, 84 percent of the magnetic noise (4.8 kHz 
bandwidth) was confined to 50 Hz and 150 Hz harmonics. As an aside, we show in the Supplementary Informa-
tion that it is possible to significantly reduce the noise and recover a signal through use of a (n × 50 Hz) comb 
of fixed-width notch filters. This configuration could be easily implemented in hardware for a sensor device for 
practical applications.

Figure 2.  Demonstration of high dynamic range, bandwidth and sensitivity to magnetic field. (a) The raw 
unfiltered magnetic signal for a full 60 s iteration and (b) a zoomed 0.1 s segment of the same iteration. The 
signal was dominated by low frequency and DC laser power drift ( < 5 Hz), 50 Hz and 150 Hz noise from mains 
electricity and higher frequency ( > 10 kHz) noise and ranges between ±1µT , well within the dynamic range of 
the magnetometer. (c) Spectral density in pT/

√
Hz for a single 60 s iteration and (d) a spectrogram of repeated 

60 s acquisitions over 10 h. The sensitivity floor is approximately 50 pT/
√
Hz with f(− 3 dB) = 4.8 Hz defined by 

the lock-in amplifier low pass filter. Also indicated are calculations of the total noise, which includes electronic 
and shot noise, and of the estimated shot noise level alone. Many sources of background magnetic noise can be 
seen to peak well above this floor.
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Figure 3.  Mouse muscle electrophysiology and signal variation over time (a) Sketch of the biological signal 
generation process. In the muscle cell bi-lipid membrane (1) channelrhodopsin (2) opening triggers influx of 
Na+ ions (3), creating an action potential running along the muscle. (b) Preliminary measurements taken on a 
separate setup of a single stimulation and readout via electrical probes (mV) and via muscle contraction force 
(mN). The strength of the signal as a function of light intensity is also shown. (c) Example of the readout of the 
biological signal in the magnetometer setup from a muscle (Muscle 1) by the electrical contact probe. Here t = 0 
ms is when the stimulation light is applied. The red trace shows the average signal observed over all stimulations. 
(d) (left axis) Maximum size of the initial peak in the signal, which steadily drops by a factor of 2 over time as 
the muscle becomes fatigued.

Figure 4.  Frequency spectrum of the biological signal and defining optimum filter thresholding. (a) 
Spectrogram of the normalised Fourier transform amplitudes of the electrical probe voltage data, showing 
that the majority of the signal frequency components (shaded blue region) are under 1.5 kHz. (b) Percentage 
deviation from the unfiltered signal as a function of upper bandpass cutoff frequency fup . The signal begins to be 
significantly corrupted below 1.5 kHz, as can be seen in the inset example for fup = 400 Hz where t = 0 is the 
stimulation time.
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Biological signal via magnetic field. The timeseries for N× 60 s iterations for both electrical probe and 
magnetic data was then averaged. Data was obtained separately from two muscles. The results for Muscle 1 can 
be seen in Fig. 5a,c and for Muscle 2 in Fig. 5b,d. We observe 1/

√
N  scaling (Fig. 5e) reaching an ultimate (rms) 

noise level of 22 pT for Muscle 1 and 16 pT for Muscle 2. The improved sensitivity for Muscle 2 was obtained 
with 12 h more measurement averaging. For the second muscle, 2,3-Butanedione monoxime was added to the 
solution bath in order to inhibit movement without affecting the action potential. For Muscle 1, this compound 
was absent. A signal was observed in the magnetic data for both muscles typical of an action potential propa-
gating along the muscle. This signal was present with and without muscle inhibitor, ruling out the signal being 
an artifact arising from muscle motion. For Muscle 2, a signal to noise ratio of 1 was reached after 32 iterations 
( 30× 32 simulations, 36 min measurement time), defining SNR as the averaged signal strength divided by the 
standard deviation of the averaged background magnetic noise. We phenomenologically modeled the expected 
action potential magnetic signal, full details of which are given in the Supplementary Information. The model 
parameters were within the range provided by literature and yield good agreement to the experimental  data29–31.

We note that for Muscle 1 the diamond was placed approximately 2mm±1 mm closer to the stimulation posi-
tion along the muscle length than the electrical probes. This gap was not present for Muscle 2. The biological 
signal in the magnetic data for Muscle 1 was therefore consistently observed 1.5 ms±0.5 ms ahead of the electrical 

Figure 5.  Simultaneous electrical and magnetometer readout of the biological signal. Here the blue traces 
in (a,b) are the scaled electrical probe data, with with black traces in (b,c) the simultaneous magnetometer 
readout for LED stimulation of two muscles: Muscle 1 (a,c left panes), averaged for 8 h ( 30× 425 stimulations) 
and Muscle 2 (b,d right panes), averaged for 16 h ( 30× 837 stimulations). The maximum signal strength was 
approximately 250 pT. (e) Noise on the filtered magnetic data as a function of time for Muscle 1 and Muscle 2, 
showing 1/

√
N  dependence with the number of measurements taken (increasing time).
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probe readout. This gives a crude estimate of propagation velocity in the muscle of 0.5–3 m/s32. The observed 
delay rules out that the recorded magnetic signal could stem from crosstalk pickup from the simultaneously 
measured electric probe circuit.

The difference in the shape and magnitude of the electrical readout between Muscle 1 and Muscle 2 arises 
from differences in contact quality between the muscles and the silver chloride probe electrodes. As a result of a 
reduced contact quality to Muscle 2, the signal strength was lowered and additional capacitance was introduced 
leading to distortions of the signal probed by the electrodes. This effect is not present on the magnetometer 
readout where we saw a sharp response, thus representing an advantage of the magnetic sensing over conven-
tional electrophysiology.

Discussion
Using a diamond quantum sensor with pT-scale sensitivity to magnetic field and kHz measurement bandwidth, 
this work provides the first demonstration of sensing of the magnetic field from a signal generated by a living, 
mammalian biological specimen. We show that the sample can be kept alive for many hours while being measured 
using the quantum sensor, despite the current need for high laser power. The signal resembles that typical of 
action potentials measured by conventional electrical probes, without the drawbacks of poor electrical contact 
adding capacitive distortion. We measure a time delay between magnetic and electrical probe signal consist-
ent with signal propagation along the muscle. Using optogenetic activation and comparison to a muscle where 
motion had been inhibited ensured the signal we measure was free of artifacts. The magnetometry technique is 
not dependent on optogenetic stimulation and is widely applicable to conventional electrical probe stimulation, 
or where stimulation originates from the living specimen itself.

Using digital signal processing techniques, we show that a weak magnetic signal can be recovered in a noisy 
background without magnetic shielding, even in an ordinary laboratory environment with a significant degree 
of background magnetic noise typical of that in a large, busy building at a university or a hospital. Unlike alter-
native methods for high-sensitivity magnetometry, the high dynamic range of the diamond sensor allows the 
background noise to be recorded without saturation. Since the sensor does not saturate, the background noise 
can be directly detected and can thus be removed by adaptive windowed notch filtering. Future advances in 
sensitivity will only help improve the clear identification of the different sources of background noise, aiding 
filtering and noise reduction and could eventually allow active cancellation of magnetic noise in a small volume 
using a second sensor.

We obtain a peak-to-peak noise of between 200–300 pT on a single 60 s iteration after filtering. Such a noise 
level would allow a single stimulation event of 1–1.5 nT (with SNR ≥ 5 ) to be clearly observed in realtime. As 
the majority of action potentials only drive sufficient current to produce a field in the sub-nanotesla range, some 
improvement is therefore required to reach single shot readout. However, if high proximity between the sample 
and sensor is achieved (as is possible in our setup) then nanotesla-level signals may be observed. Our previous 
theoretical calculations (Karadas et al.27) show signals of 1 nT from the hippocampus of mice and previous work 
using invasive probes close to neurons in living subjects has shown similar field  strength33.

We show that filtering can also be done to a reasonable degree using fixed-width notch filters at mains har-
monics frequencies. This could be implemented in hardware for realtime filtering in a portable sensor device 
to be used in a research or clinical environment. Using a higher quality, isotopically purified diamond would 
allow significant improvement in sensitivity over our previous work in this direction  (see34). Although it may 
not be desirable or necessary to minaturise the setup for microscopy in order to maintain mechanical stability 
and ease of access for users, a portable handheld diamond sensor would allow recording of signals from living 
whole organisms, in particular for faster signals (kHz bandwidth and above) that cannot be easily detected by 
competing technology. As discussed in our previous work, feeding multiple diamond sensors from the same 
central laser via fibre optic coupling would be highly desirable, particularly in terms of spatially resolving the 
location of signals within tissue and to perform gradiometry to reduce common mode  noise35. An alternative 
direction is full miniturisation and integration of the sensor using semiconductor nanofabrication techniques, 
although as yet this has yet to deliver the necessary  sensitivity36,37.

The capability to operate in an ordinary lab or clinical environment without relying on superconducting 
technology, would open the door to many new research and diagnostic possibilities. A number of competing 
technologies seek to do this, most notably atomic vapour  magnetometers38–41. Although they are thus far superior 
in sensitivity, compared to diamond NV sensing, they have a number of disadvantages such as lack of biocom-
patibility, low dynamic range, inability to perform vector sensing in a single sensor, the need to screen from the 
Earth’s magnetic field to achieve maximum sensitivity and low bandwidth at maximum sensitivity ( < 100 Hz 
for a recent commercial atomic vapour sensor from QuSpin, Inc.42 used for biosensing) that can be insufficient 
to achieve the micro to few-millisecond (kHz) time resolution needed to sense many biological signals.

We note that the measurements we present in this work could be easily performed with existing electrical 
probe electrophysiology techniques, to a far higher degree of sensitivity than via our magnetic measurements. 
However, it is not our intention for our method to be competitive with state of the art electrical probes, but to be 
a step towards offering new, noninvasive capabilities they cannot deliver, while having advantages over alterna-
tive magnetic sensing methods such as high bandwidth and room temperature operation. Our results represent 
an important proof of concept experiment, demonstrating that a diamond quantum sensor in a very early stage 
of development can sense mammalian biological signals. The end goal, for which this experiment represents 
an early step, is to use the diamond sensor to perform microscopic imaging of magnetic field, to give noninva-
sive high spatial resolution of electrical  activity26. This would offer a new capability to map electrical activity, 
important for example in studying the structure in the brain and linking this with whole organism behaviour. 
Our setup is designed to eventually be capable of this imaging via widefield microscopy from dissected tissue 
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slices. Alternative microscopy techniques are also being pursued towards this goal, in particular fluorescence 
microscopy from nanodiamonds within the  biosample22,43 and non-contact scanning  sensors44. Scanning sen-
sor technology is currently limited to atomically flat surfaces, however advances in diamond probes, potentially 
arising from work on boron doped diamond probes used for invasive electrochemical sensing, may be of use 
in developing a non-invasive scanning NV  bioprobe45,46. It is hoped that further advances in diamond materi-
als development and through novel sensing schemes that a level of sensitivity can be reached to allow imaging 
using these methods in the coming years, with sufficient spatial resolution ( < 10µm ) to resolve signals along 
individual neural  pathways47.

Methods
Inverted microscope. Figure 1a shows a simplified 3D schematic of our inverted microscope incorporat-
ing the diamond biosensor. For optical pumping, up to 2 W of horizontally polarised 532 nm green laser (Coher-
ent Verdi G2) illumination could be delivered from below a raised platform at Brewster’s angle for diamond (67 
deg). Polarisation was controlled before incidence on the diamond using a half wave plate to ensure maximum 
power transmission. Red fluorescence from the diamond was collected separately from the incident green light 
using an aspheric, anti-reflective coated 12 mm diameter condenser lens (Thorlabs ACL1210). Fluorescence 
light was directed onto an electronically balanced photodetector (New Focus Inc.). 6 mW was the typical power 
of collected fluorescence for 2 W of green laser light. A reference beam for the photodetector was obtained by 
splitting off a few-mW portion of the input beam using a polarising beamsplitter.

Diamond preparation. The diamond used in this work was a [100] oriented electronic-grade single crystal 
from Element Six with dimensions 2× 2× 0.5 mm3 overgrown by a 20µm thick nitrogen doped layer using 
chemical vapor deposition (CVD). Nitrogen content in the gas phase was optimised during the growth to reach 
a level of 5ppm of nitrogen-14. The diamond was then 2.25 MeV proton irradiated with a fluence of 3× 1015 
protons/cm2 followed by annealing at 800 ◦ C for 4 h. This gave a NV− density ranging between 0.1 and 1 ppm. 
The diamond was mounted into a central hole of a laser cut aluminum nitrate heatsink plate of dimensions 
3× 3× 0.05 cm3 . We measured an ODMR linewidth of 1 MHz with a contrast of approximately 1.5 percent for 
each nitrogen-14 hyperfine transition.

Sensor geometry. The diamond and aluminium nitride plate were attached using watertight aquarium-
safe silicone to a custom built broadband microwave antenna fabricated onto a printed circuit board with a hole 
for fluorescence collection from below (see schematic Fig. 1b). On top of both antenna and plate was silicone 
mounted a rectangular 3D-printed, custom designed rectangular plastic sample chamber, which can be seen in 
Fig. 1c, that could hold a flow bath of solution, fed using a peristaltic pump. The chamber was fully accessible 
from above, allowing biological samples to be introduced and probe electrodes to contact the sample using 
micromanipulators. The sample was held on a pair of sliding hooks within the bath, directly above the top sur-
face of the diamond. To protect the biological sample from laser heating, a 16µm thick layer of aluminum foil 
was placed on the top surface of the diamond, attached by 50µm Kapton tape in order to electrically insulate the 
foil and diamond from the sample. The resulting tens of micrometer separation between sample and diamond 
was undesirable due to reduction in magnetic field strength, but was taken as a precaution against sample heat 
damage based on previous experimental experience. We note that this layer is not waterproof, meaning the sam-
ple and diamond sensor are in indirect contact via the solution bath. Here the biocompatibility and robustness 
of the diamond sensor is an advantage, since it will not degrade or otherwise contaminate the solution which 
could ultimately kill or damage the biological sample to be studied. The layer could be reduced in thickness and 
ultimately eliminated by better conduction of heat away from the diamond and the use of lower laser power 
without compromising sensitivity via future diamond material development.

Control and readout. The microwave field was generated using a three-frequency drive  scheme48 using 
two radiofrequency (RF) generators (Stanford SG394) feeding a balanced mixer and then amplified (Minicir-
cuits ZHL-16W-43+). One generator drove the transition between the ms = 0 and ms = ±1 of the ground state 
of the NVs with a frequency in the range of 2.7–3 GHz and frequency modulated at 33 kHz to implement lock-
in detection. The second generator provided a fixed frequency of 2.16 MHz to drive multiple hyperfine transi-
tions. Two rare-earth magnets were aligned parallel to the (110) direction in the diamond and perpendicular to 
the main direction of signal current propagation, generating a DC bias field of ∼ 1.5 mT. These directions are 
labelled on Fig. 1a and the field axis corresponds to ther z-axis on Fig. 1b. We used a continuous wave (CW) 
scheme with constant microwave and laser power ensuring a stable (temperature) environment. Magnetometer 
sensitivity was optimised by adjusting the power of the reference beam to the balanced photodetector and by 
independently sweeping the power on the two RF signal generators to optimise microwave drive.

Finally, the output voltage from the balanced detector was passed to a lock-in amplifier (Stanford SR850), from 
which the output was digitised by an analogue to digital converter (ADC, model NI PCI-6221) at 80 kSa/s. We 
term this channel the magnetic data. We used a lock-in time constant of 30µs , giving a magnetic field measure-
ment bandwidth of approximately 4.8 kHz. The muscle was surface contacted by an electrical probe consisting of 
two L-shaped AgCl coated silver wires positioned 3 mm apart under the muscle mounted on a micromanipulator. 
The recording electrode voltage was amplified (Axon Cyberamp 320). This was then digitised at the same rate 
and simultaneously with the magnetic data. We term this channel the electrical probe data.

Specimen preparation. The muscle was stimulated optogenetically using blue light from a 470 nm LED. 
Experiments were performed on genetically modified mice in which Channelrhodopsin 2 (ChR2), a light-gated 
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cation channel, was used to create an action potential in the muscle. Animals were euthanized by cervical dis-
location and extensor digitorum longus (EDL) muscles from both hind limbs were dissected in carbogen-sat-
urated (95% O2/5% CO2 ) cold artificial cerebrospinal fluid (ACSF). Small suture loops were tied on distal and 
proximal tendons for later suspension in the recording chamber. Until use, EDL muscles were stored in a holding 
chamber continuously bubbled with carbogen. For some muscles, the myosin ATPase inhibitor 2,3-Butanedione 
monoxime (5 mM in ACSF; Sigma) was added in order to uncouple excitation from contraction, ensuring that 
we measure only action potential and removing any possible artifacts arising from sample motion. Full details of 
the biological preparation are given in Supplementary Information with this work.

Prior to the experiment, the sample chamber and connecting tubing were cleaned by pumping heavily diluted 
household bleach through the system, followed by flushing with deionised water. This was then replaced with 
ACSF solution, carbogenated in a 500 ml bottle and forming a closed circuit with the sample chamber. Tempera-
ture was measured in the chamber as 34 ◦ C with laser and microwave power on. The mouse muscle was held in 
the chamber by suture loops on hooks just above (but not in contact with) the diamond.

Stimulation protocol. The muscle was optically stimulated every 2 s, with a light pulse length of 5 ms. 
The absence of contamination of the recording by a photovoltaic effect (Becquerel effect) induced by light was 
confirmed by taking traces recorded with the same protocols in the absence of muscle. Data from the mag-
netometer and from the electrodes was recorded from the ADC for 60 s data acquisition iterations during stimu-
lation, giving 30 stimulations per iteration. The full data from both magnetic and electrical probe channels 
( 2× 80kSa/s× 60 s) was stored for postprocessing. Many hours of data aquisition was possible. Postprocessing 
ensured that unexpected transient noise could be captured. A random delay time was implemented between 
60 s iterations (length between 10–30 s), ensuring each iteration began with a different mains phase to assist 
averaging. The absolute start time of each iteration was recorded and this measurement timeseries is used in the 
relevant plots in the results section. A fast ODMR sweep for selecting the optimal MW frequency was performed 
every 5 min during the measurement to compensate for any thermal drift.

Ethical statement. All methods in this work were carried out in compliance with the ARRIVE guidelines 
according to relevant Danish national guidelines and regulations. Experimental protocols were approved where 
required by the Technical University of Denmark, the University of Copenhagen and the Danish National Com-
mittee on Health Research Ethics (DNVK).

Received: 14 August 2020; Accepted: 28 December 2020

References
 1. Kandel, E. R., Schwartz, J. H., Jessell, T. M., Hudspeth, A. J. & Mack, S. Principles of Neural Science, fifth edition (2013).
 2. Scanziani, M. & Häusser, M. Electrophysiology in the age of light. Nature 461, 930–939 (2009).
 3. Hong, G. & Lieber, C. M. Novel electrode technologies for neural recordings. Nat. Rev. Neurosci. 20, 330–345. https ://doi.

org/10.1038/s4158 3-019-0140-6 (2019).
 4. Fiáth, R. et al. Slow insertion of silicon probes improves the quality of acute neuronal recordings. Sci. Rep.https ://doi.org/10.1038/

s4159 8-018-36816 -z (2019).
 5. Lee, W. & Someya, T. Emerging trends in flexible active multielectrode arrays. Chem. Mater. 31, 6347–6358. https ://doi.org/10.1021/

acs.chemm ater.9b001 65 (2019).
 6. Jaklevic, R. C., Lambe, J., Silver, A. H. & Mercereau, J. E. Quantum interference effects in josephson tunneling. Phys. Rev. Lett. 12, 

159–160 (1964).
 7. Clarke, J., Lee, Y.-H. & Schneiderman, J. Focus on SQUIDs in biomagnetism. Supercond. Sci. Technol. 31, 080201 (2018).
 8. Hämäläinen, M., Hari, R., Ilmoniemi, R. J., Knuutila, J. & Lounasmaa, O. V. Magnetoencephalography–theory, instrumentation, 

and applications to noninvasive studies of the working human brain. Rev. Mod. Phys. 65, 413–497. https ://doi.org/10.1103/RevMo 
dPhys .65.413 (1993).

 9. Cohen, D. Magnetic fields around the torso: Production by electrical activity of the human heart. Science 156, 652–654 (1967).
 10. Gruber, A. Scanning confocal optical microscopy and magnetic resonance on single defect centers. Science 276, 2012–2014 (1997).
 11. Doherty, M. W. et al. The nitrogen-vacancy colour centre in diamond. Phys. Rep. 528, 1–45 (2013).
 12. Taylor, J. M. et al. High-sensitivity diamond magnetometer with nanoscale resolution. Nat. Phys. 4, 810–816 (2008).
 13. Schloss, J. M., Barry, J. F., Turner, M. J. & Walsworth, R. L. Simultaneous broadband vector magnetometry using solid-state spins. 

Phys. Rev. Appl. 10, 034044 (2018).
 14. Fescenko, I. et al. Diamond magnetometer enhanced by ferrite flux concentrators. Phys. Rev. Res. 2, 023394 (2020).
 15. Wolf, T. et al. Subpicotesla diamond magnetometry. Phys. Rev. X 5, 041001 (2015).
 16. Chatzidrosos, G. et al. Miniature cavity-enhanced diamond magnetometer. Phys. Rev. Appl. 8, 044019 (2017).
 17. Delaney, P., Greer, J. C. & Larsson, J. A. Spin-polarization mechanisms of the nitrogen-vacancy center in diamond. Nano Lett. 10, 

610–614 (2010).
 18. Wojciechowski, A. M. et al. Precision temperature sensing in the presence of magnetic field noise and vice-versa using nitrogen-

vacancy centers in diamond. Appl. Phys. Lett. 113, 013502 (2018).
 19. Schirhagl, R., Chang, K., Loretz, M. & Degen, C. L. Nitrogen-vacancy centers in diamond: Nanoscale sensors for physics and 

biology. Annu. Rev. Phys. Chem. 65, 83–105 (2014).
 20. Wu, Y., Jelezko, F., Plenio, M. B. & Weil, T. Diamond quantum devices in biology. Angew. Chem. Int. Ed. 55, 6586–6598 (2016).
 21. McGuinness, L. P. et al. Quantum measurement and orientation tracking of fluorescent nanodiamonds inside living cells. Nat. 

Nanotechnol. 6, 358–363 (2011).
 22. Kucsko, G. et al. Nanometre-scale thermometry in a living cell. Nature 500, 54–58. https ://doi.org/10.1038/natur e1237 3 (2013).
 23. Sage, D. L. et al. Optical magnetic imaging of living cells. Nature 496, 486–489 (2013).
 24. Davis, H. C. et al. Mapping the microscale origins of magnetic resonance image contrast with subcellular diamond magnetometry. 

Nat. Commun. 9, 1–9 (2018).



10

Vol:.(1234567890)

Scientific Reports |         (2021) 11:2412  | https://doi.org/10.1038/s41598-021-81828-x

www.nature.com/scientificreports/

 25. Barry, J. F. et al. Optical magnetic detection of single-neuron action potentials using quantum defects in diamond. Proc. Nat. Acad. 
Sci. 113, 14133–14138 (2016).

 26. Hall, L. T. et al. High spatial and temporal resolution wide-field imaging of neuron activity using quantum NV-diamond. Sci. Rep. 
2, 401 (2012).

 27. Karadas, M. et al. Feasibility and resolution limits of opto-magnetic imaging of neural network activity in brain slices using color 
centers in diamond. Sci. Rep. 8, 1–14 (2018).

 28. Webb, J. et al. Sensing of magnetic fields from biological signals using diamond nitrogen vacancy centres. arXiv:2004.02279 (2020).
 29. Cannon, S., Brown, R. & Corey, D. Theoretical reconstruction of myotonia and paralysis caused by incomplete inactivation of 

sodium channels. Biophys. J . 65, 270–288 (1993).
 30. Nikolic, K. et al. Photocycles of channelrhodopsin-2. Photochem. Photobiol. 85, 400–411 (2009).
 31. Yizhar, O., Fenno, L. E., Davidson, T. J., Mogri, M. & Deisseroth, K. Optogenetics in neural systems. Neuron 71, 9–34 (2011).
 32. Juel, C. Muscle action potential propagation velocity changes during activity. Muscle Nerve 11, 714–719 (1988).
 33. Caruso, L. et al. In vivo magnetic recording of neuronal activity. Neuron 95, 1283-1291.e4. https ://doi.org/10.1016/j.neuro 

n.2017.08.012 (2017).
 34. Webb, J. L. et al. Nanotesla sensitivity magnetic field sensing using a compact diamond nitrogen-vacancy magnetometer. Appl. 

Phys. Lett. 114, 231103 (2019).
 35. Sulai, I. A. et al. Characterizing atomic magnetic gradiometers for fetal magnetocardiography. Rev. Sci. Instrum. 90, 085003. https 

://doi.org/10.1063/1.50910 07 (2019).
 36. Kim, D. et al. A CMOS-integrated quantum sensor based on nitrogen-vacancy centres. Nat. Electron. 2, 284–289. https ://doi.

org/10.1038/s4192 8-019-0275-5 (2019).
 37. Bougas, L. et al. On the possibility of miniature diamond-based magnetometers using waveguide geometries. Micromachines 9, 

276. https ://doi.org/10.3390/mi906 0276 (2018).
 38. Boto, E. et al. A new generation of magnetoencephalography: Room temperature measurements using optically-pumped mag-

netometers. NeuroImage 149, 404–414 (2017).
 39. Boto, E. et al. Moving magnetoencephalography towards real-world applications with a wearable system. Nature 555, 657–661 

(2018).
 40. Jensen, K. et al. Magnetocardiography on an isolated animal heart with a room-temperature optically pumped magnetometer. Sci. 

Rep. 8, 1–9 (2018).
 41. Jensen, K. et al. Non-invasive detection of animal nerve impulses with an atomic magnetometer operating near quantum limited 

sensitivity. Sci. Rep. 6, 1–7 (2016).
 42. QuSpin. Technical documentation on QZFM Gen-2 OPM sensor, QuSpin Inc (2020).
 43. Zhang, T. et al. Hybrid nanodiamond quantum sensors enabled by volume phase transitions of hydrogels. Nat. Commun.https ://

doi.org/10.1038/s4146 7-018-05673 -9 (2018).
 44. Fernández-Rossier, J. Imaging magnetic 2d crystals with quantum sensors. Science 364, 935. https ://doi.org/10.1126/scien ce.aax65 

98 (2019).
 45. Einaga, Y., Foord, J. S. & Swain, G. M. Diamond electrodes: Diversity and maturity. MRS Bull. 39, 525–532. https ://doi.org/10.1557/

mrs.2014.94 (2014).
 46. Cobb, S. J., Ayres, Z. J. & Macpherson, J. V. Boron doped diamond: A designer electrode material for the twenty-first century. 

Annu. Rev. Anal. Chem. 11, 463–484. https ://doi.org/10.1146/annur ev-anche m-06141 7-01010 7 (2018).
 47. Barry, J. F. et al. Sensitivity optimization for NV-diamond magnetometry. Rev. Mod. Phys.https ://doi.org/10.1103/revmo dphys 

.92.01500 4 (2020).
 48. El-Ella, H. A. R., Ahmadi, S., Wojciechowski, A. M., Huck, A. & Andersen, U. L. Optimised frequency modulation for continuous-

wave optical magnetic resonance sensing using nitrogen-vacancy ensembles. Opt. Express 25, 14809 (2017).

Acknowledgements
We would like to thank Carmelo Bellardita for helping us do the immunohistochemistry. We acknowledge the 
Core Facility for Integrated Microscopy, Faculty of Health and Medical Sciences, University of Copenhagen for 
using their confocal microscope for immunohistochemistry image acquisition. We acknowledge the assistance 
of Kristian Hagsted Rasmussen for fabrication and diamond processing and Mursel Karadas (former DTU 
Heath Technology, currently New York University) for contributions and prior experimental and theoretical 
modeling work.

Author contributions
The project was conceived by A.H. and U.L.A. Methodology development, investigation and analysis were per-
formed by J.L.W., L.T., N.W.H. and A.M.W. N.W.H. performed all animal dissections. Modeling work was per-
formed by C.O. Diamond growth and irradiation was performed by J.A., O.B., R.S., M.K. and J.M. This manu-
script was written by J.L.W. with editing and review contribution by all other authors. The overall supervision 
was performed by A.T., J.F.P., K.B.S., A.H. and U.L.A.

Competing interests 
The authors declare no competing interests.

Additional information
Supplementary Information The online version contains supplementary material available at https ://doi.
org/10.1038/s4159 8-021-81828 -x.

Correspondence and requests for materials should be addressed to J.L.W.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.



11

Vol.:(0123456789)

Scientific Reports |         (2021) 11:2412  | https://doi.org/10.1038/s41598-021-81828-x

www.nature.com/scientificreports/

Open Access This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http://creat iveco mmons .org/licen ses/by/4.0/.

© The Author(s) 2021



74



Chapter 7

Laser stimulation of muscle activity
with simultaneous detection using a
diamond colour centre biosensor

7.1 Introduction

Following the work described in the previous chapter, which employed LED light
to activate action potentials in genetically modified mice, the experimental results
obtained by combining focused laser stimulation with simultaneous magnetic field
sensing will be illustrated next. Based on these results, it is demonstrated that highly
localized and high intensity laser excitation of action potential can be achieved with-
out interfering with the sensing apparatus. Using this type of excitation could be an
essential tool for developing technologies for mapping neural activity and conducting
intracellular nanodiamond experiments.

It is shown that focused optogenetic stimulation can lead to stronger muscle con-
traction in EDL muscles in mice and the resulting movement can be detected as an
artifact in the optical readout. This contraction artifact could be suppressed by adding
2,3-Butanedione monoxime (BDM) to the bath chamber without affecting the prop-
agation of the compound action potential. The magnetic signal was recovered with
a spectral whitening algorithm used to remove the correlated noise produced by en-
vironmental sources. Finally, by using computer simulation and modeling of the
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examined system, new insights about the behavior of Channelrodopsin under intense
light stimulation are illustrated.

7.2 Publication

This manuscript was submitted to Biosensors and Bioelectronics with the title of
“Laser stimulation of muscle activity with simultaneous detection using a diamond
colour centre biosensor” as follows:
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ABSTRACT
The detection of biological activity at the microscopic level, including electrical signals or heat
flow, is key for understanding the function of biosystems and relating this to physical structure.
Conventional sensing methods often rely on invasive probes to stimulate and detect activity, with
significant potential to induce damage in the target system. In recent years, a new type of biosen-
sor based on colour centres in diamond has raised the possibility of instead passively sensing and
imaging living biological systems. In this work we use such a sensor to record the magnetic field
generated by a strong, highly localised electrical biosignal in mammalian tissue kept alive in
vitro, generated by focused, high intensity pulsed laser optogenetic stimulation. We observe
a compound action potential response and a slow signal component which we seek to explain
using a detailed model of the biological system. Our sensor is capable of recording from the
stimulation site, without photovoltaic or fluorescence artifacts associated with alternative tech-
niques. We demonstrate sensor operation in an ordinary unshielded lab environment through
novel application of spectral whitening filtering, to overcome background noise from common
electromechanical sources including electrical mains. Our work represents a step towards selec-
tive induction of localised activity while performing passive sensing and imaging with diamond
sensors, opening the way to future applications including mapping of neural activity and intra-
cellular processes.

1. Introduction
Sensing biological activity at themicroscopic level, including the flow of heat or electrical charge, is of fundamental

importance for understanding processes in living organisms, relating this to structure and behaviour and for disease
diagnosis, such as identifying the early stages of neurodegenerative disorders, including peripheral nerve damage and
muscle atrophy (McDonald, 2012). Of particular interest is the biological response to a stimulus, such as a pulse of
electrical current or light, and being able to detect this response with high spatial and temporal resolution (Scanziani
and Häusser, 2009). Many different biosensor approaches have been developed for microscopic direct detection of
activity, in particular recording of electrical activity using probe electrodes (electrophysiology) and by sensing using
fluorescent biomarkers (Grienberger and Konnerth, 2012; Lin and Schnitzer, 2016). However, such methods are highly
invasive, particularly to record deep within tissue. This entails the risk of tissue damage, through mechanical action,
toxicity or infection, which could be detrimental for living organisms andmight adversely affect the sought after activity
(Gechev et al., 2016; Mahajan et al., 2020).
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An alternative method is to indirectly detect activity, passively using a sensor outside of the sample or subject.
For electrical activity in the brain or nervous system, this can be achieved by monitoring the magnetic field induced
by the signal, which can freely penetrate biological tissue. Field sensing has been demonstrated for larger scale tissue
sensing in established techniques such as magnetoencephalography (MEG) and magnetocardiography (MCG), using
superconducting quantum interference device (SQUID) sensors (Clarke et al., 2018; Hämäläinen et al., 1993). How-
ever, these sensors have significant disadvantages, requiring special shielding from background magnetic field (e.g.
geomagnetic, mains electricity) and cryogenic cooling, limiting these valuable techniques to very few facilities and
applications.

In recent years, new biosensor approaches without these drawbacks have been actively pursued (Arlett et al., 2011;
Baselt et al., 1998; Boto et al., 2018). In this work, we focus on an approach utilising colour centres, defect sites
in a solid state material with optical properties highly sensitive to their local environment. In particular, interest has
focused on the negatively charged nitrogen vacancy (NV) centres in diamond, consisting of a nitrogen subsitutional
dopant paired with a lattice vacancy. NV centres have been used for sensing of magnetic field (Taylor et al., 2008),
electric field (Dolde et al., 2011), temperature (Neumann et al., 2013) and strain (pressure/force) (Kehayias et al.,
2019) via optically detected magnetic resonance (ODMR) spectroscopy (Neumann et al., 2009; Steinert et al., 2010).
Diamond NV sensors offer advantages including high sensitivity (Fescenko et al., 2020; Wolf et al., 2015), room
temperature operation and high spatial (Mizuno et al., 2020; Sage et al., 2013) and temporal (Barry et al., 2020)
resolution. Diamond is highly biocompatible, with biosensors based on NV centres able to operate in solution at a
wide range of temperatures (Toyli et al., 2012), both remotely and in close contact (even within) a biological specimen
(Barry et al., 2016; Wu et al., 2021)

Sensors based on NV centres in diamond are particularly suited to microscopy applications in either widefield or
confocal configurations (Sage et al., 2013; Horsley et al., 2018; Gruber et al., 1997), in a manner SQUIDS or other
alternative sensors cannot easily achieve. NV sensors can sense a small volume region, containing single (neuron)
cells and down to the few or single molecule level. A desirable goal is to simultaneously sense while selectively and
precisely optically stimulating activity within the sensing region, without suffering frommeasurement artifacts existing
sensors can suffer (Kozai and Vazquez, 2015; Cardin et al., 2010; Packer et al., 2013). Achieving this goal is key to
realising applications including nanoscale nuclear magnetic resonance (Staudacher et al., 2013), radical pair sensing
for avian magnetoreception (Xu et al., 2021), intracellular nanodiamond studies (Kucsko et al., 2013; Fujiwara et al.,
2020; McGuinness et al., 2011) and stimulation of neurons in brain tissue (Hall et al., 2012; Karadas et al., 2018; Price
et al., 2020). Due to the confinement required, focused laser stimulation is preferable for these applications, with the
higher laser optical intensity ideal for for stimulation well within tissue.

In this work, we seek to demonstrate the viability of such focused laser stimulation combined with simultaneous
microscopic sensing from biological tissue using a diamond NV sensor, located in proximity to the stimulation site.
Building on our previous work (Webb et al., 2021), we use living extensor digitorum longus (EDL) muscles from mice
in vitro, geneticallymodified to contain channelrhodopsin (ChR2). We stimulate themuscle tissue using focused pulsed
laser light, of a specific wavelength and intensity, generating highly localised (≈150�m) stimulation and activation
of the muscle response. We then record the response of the muscle via the magnetic field induced by ionic current
associated with compound action potentials in the muscle. We seek to 1) demonstrate artifact-free recording of activity
using our diamond NV sensor with high temporal resolution, 2) explore the biological response recorded under laser
stimulation, 3) derive new insight into the behavior of the biological system and response via the use of computer
modelling and 4) employ new methodology including spectral whitening filtering of background noise to enhance
biosensor signal recovery in an ordinary lab environment without magnetic shielding.

2. Material and Methods
We performed in vitro studies of EDL muscles dissected from mice, expressing the light sensitive cation channel

Channelrhodopsin2 (ChR2) in muscle cells to achieve optogenetic triggering of electrical activity in the muscle using
blue light. Muscles were placed in a solution chamber directly above our diamond NV sensor (Figure 1). Stimulation
was performed using a 488nm laser diode with the beam directed in free space and focused using a long working
distance lens into the sample chamber. The electrical response (electric data in this work) was measured using an
AgCl electrode in light surface contact with the muscle 2-2.5 millimeters away from the laser simulation site, and the
induced magnetic field recorded simultaneously by the diamond NV sensor (magnetic data below).
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Figure 1: Experimental setup and muscle cross section used for modelling a) Schematic of the experimental setup and
b) picture of the muscle in the solution chamber with a 488nm blue stimulation laser spot incident on the muscle surface.
The laser spot could be placed with high precision anywhere within the sample chamber in a 2x2cm area using mechanical
mirror mounts. c) Schematic illustration of experimental setup, as used in the modelling. d) Simulated cross-section of
muscle showing the light intensity (I/I0) distribution on the muscle �bers with laser stimulation.

2.1. Diamond NV Sensor
We used a [100] oriented electronic-grade diamond (Element Six), of dimensions 2 × 2 × 0.5 mm3, overgrown

via chemical vapour deposition (CVD) with a 20�m thick diamond layer with a doping concentration of ≈5 ppm of
14N. NV centres were generated by 2.8MeV proton irradiation and subsequent annealing at 800°C. We measured an
ODMRmicrowave resonance linewidth of 1MHz and a resonance contrast of 1.5%. The diamond was mounted into an
aluminum nitride plate heatsink, with the top surface of the diamond covered by a 16�m thick layer of aluminium foil
to reflect stray laser light back into the diamond and to prevent the stimulation laser from reaching it (Figure 1). The
aluminium foil was covered by a layer of Kapton tape (50�m) to electrically insulate the diamond from the biological
sample. The aluminum nitride plate holding the diamond was mounted on top of a microwave antenna printed on a
PCB board. On top of the diamond, we mounted a 3D printed plastic chamber for holding a solution bath, sealed using
aquarium silicone.
2.2. Sensor Operation

We optically pumped our diamond with 1.4W of 532nm green laser light (Coherent Verdi G2), linearly polarised
and coupled to the diamond on its bottom surface at Brewster’s angle (67°). Red fluorescence from the NV centres was
collected using a 12mm diameter condenser lens (Thorlabs ACL 1210) and passed through an optical filter (FEL0600).
Magnetic field at the diamond was recorded as a modulation of the intensity of the red fluorescence emission recorded
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using an auto-balanced optical receiver (Nirvana 2007, New Focus Inc.). We measure only the magnetic field response
in the direction perpendicular to the electrical current propagation direction inside the muscle, with this single axis
response maximised by applying a static bias field of 1.5 mT parallel to the [110] crystallographic direction in the
diamond. A continuous wave scheme was implemented with fixed laser power and a three-frequency microwave
driving scheme (El-Ella et al., 2017) using two microwave generators (Stanford SG394) to drive the triplet ground
state transition (2.7-3GHz) and the 14N hyperfine transitions (2.16 MHz). The two RF signals were delivered to the
diamond via a printed circuit board nearfield antenna. Themicrowavesweremodulated at 23.3 kHz for lock-in detection
(Stanford SR850), using a time constant of 30�s giving a sensor measurement bandwidth of 4.8kHz. The output of the
lock-in amplifier was digitised at a rate of 80 kSa/s using an analog to digital converter (NI PCI-6221) and recorded
using custom-written software.
2.3. Muscle Preparation

We used mice expressing the light sensitive cation channel Channelrhodopsin2 (ChR2) in muscle cells expressing
Parvalbumin (PV) by crossing Gt(ROSA)26Sortm32(CAG-COP4*H134R/EYFP)Hze (stock no.: 024109; Jackson Laboratory)
mice with Pvalbtm1(cre)Arbr mice (stock no.: 017320; Jackson Laboratory) (Webb et al., 2021). Adult PV-Cre::ChR2
mice were dissected as described previously (Webb et al., 2021). Quickly following euthanasia by cervical dislocation,
EDL muscles were dissected in carbogen (95% O2/5% CO2) saturated ice-cold artificial cerebrospinal fluid (ACSF)
containing (in mM): NaCl (111), NaHCO3 (25), glucose (11), KCl (3), CaCl2 (2.5), MgCl2 (1.3) and KH2PO4 (1.1).
Small suture loops were tied on proximal and distal tendons. The dissected mouse muscle was kept in a solution bath
of artificial cerebrospinal fluid (ACSF), chilled by passing a recycled feed of ACSF into the solution chamber through
plastic tubing submerged in ice to maintain a bath temperature between 18°C and 20°C. The ACSF was bubbled with
carbogen gas to oxygenate the muscle and allow survival for up to 20 hours of measurement.
2.4. Laser Stimulation and Recording

The muscle was gently stretched on top of the diamond NV sensor by two adjustable hooks and a probe electrode
(AgCl coated silver wire) mounted on a micromanipulator placed in contact with the muscle top surface. The electric
data from this probe electrode was recorded via a differential amplifier (Axon Cyberamp 320) relative to the grounded
solution bath. Muscles were stimulated to produce compound action potentials (AP) using a TTL triggered 488nm
blue laser (OdicForce Ltd.). Laser light was directed through free space to the muscle and focused onto the muscle
using an f=400 mm plano-convex lens, giving a 1/e2 laser spot size of ≈150�m, measured using a microscope camera
mounted above the sample chamber. This beam waist could be further reduced by additional lenses in the beam
path as required. Using optomechanical mirror mounts, the laser spot could be moved at sub-millimeter precision to
any position on the muscle, with a travel of 2 × 2 cm2 across the chamber. This represents an improvement over a
confocal/inverted widefield microscopy configuration where stimulation is limited only to the centre of the objective
field of view (Mrózek et al., 2015; Bernardi et al., 2020). We positioned the stimulation laser spot approximately
0.5 mm (Figure 1,b) along the muscle away from the diamond, to ensure we recorded signal propagation in only one
direction (towards one end of the muscle). Control measurements were taken of the photovoltaic effect from laser
stimulation incident to the probe electrode (see Supplementary Information) and for laser stimulation directly on the
diamond NV sensor. For the latter, no detectable artifact was observed in the magnetic data, measuring using 5ms
pulses at 50mW directly onto the Kapton layer above the diamond for up to 10 hours.

To ensure the stray field from the high current at laser turn-on was not recorded, the blue laser head was placed
3.5m away from the diamond NV sensor and the TTL trigger decoupled using a custom-built optocoupler. Optimal
blue laser power was found by initially stimulating the muscle with low input laser power (5 mW), and then slowly
increasing the power until a maximal response of the muscle was observed in the electric data. Optical stimulation
was performed at a frequency of 0.5 Hz and with a pulse length of 5 ms. For this length, stimulation power was found
to be in the range of 20-50 mW, varying between different muscles. Signals were recorded using 60s continuous time
traces, giving the high spectral resolution necessary to filter and remove background magnetic noise. Many hours of
recording could be acquired (up to 20), limited only by the lifespan of the muscle in the solution bath.
2.5. Filtering by Spectral Whitening

Without magnetic shielding, it was necessary to remove a substantial amount of magnetic noise from our sensor
readout, including stationary mains noise at harmonics of 50Hz and non-stationary noise from building pumps and
compressors. In our previous work, we demonstrated that this was possible using windowed notch filtering (Webb
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et al., 2020). However this noise removal is relatively slow and suboptimal, due to the use of serially generated fixed
frequency windows and a single global threshold value to identify noise peaks, constraints imposed by computational
time. Here, we instead implemented a Linear Time-Invariant (LTI) spectral whitening filter. This method has been
used extensively for a range of applications, including radar and detection of gravitational waves (Gabbard et al., 2018;
Chatziioannou et al., 2019; Roman et al., 2000). To implement the filter, the power spectral density (PSD) of each 60s
time traces was used to estimate the noise spectrum and to derive the transfer function for whitening the signals. The
double-sided PSD was calculated with Welch’s periodogram method with a segment length of 3.5s and 50% overlap.
The input signals were whitened in the range from 20Hz-40kHz; the lower frequency bound was chosen in order to
avoid high-pass filter artifacts, the high frequency boundwas set by the Nyquist frequency of the digitisation. Following
whitening, an additional 3rd order Butterworth lowpass filter was applied with a cutoff frequency chosen at 650Hz, the
expected upper frequency of the muscle electrical signal. Baseline wander was removed from the trials using robust
detrending (de Cheveigné and Arzounian, 2018). Further details of the filter method and optimisation are supplied in
Supplementary Information.
2.6. Simulation and Modelling Method

In order to verify and analyze the detected signal we performed a numerical simulation of the biosensor and muscle
biosystem. We use the NEURON software package (Hines and Carnevale, 2001) to simulate the signal propagation in
a muscle. The ion channel mechanisms were modified in accordance with a previous muscle model on EDL muscles
in mice (Cannon et al., 1993) (full details in Supplementary Information). The optogenetic stimulation current was
modelled with the use of a biophysical model developed by Foutz el al. (Foutz et al., 2012), which is based on the
four-state model described by Nikolic et al. (Nikolic et al., 2009).

We modelled the individual muscle fibers in a cylindrical geometry with a cylinder radius of 845 �m and an
individual fiber radius given by a uniform distribution of 22.5 ± 3.5 �m (Augusto et al., 2017). The fibers started
at the back end of the laser stimulation spot and extended straight across the laser beam, and over across the NV
diamond (Figure 1,b and c). The light distribution inside the muscle was calculated according to the Kubelka-Munk
model. The diamond was divided into 20x20 individual pixels with side-lengths of 100�m, and the magnetic field was
calculated at each pixel, and then averaged across the whole diamond. The local field potential (LFP) was calculated as
a monopolar readout approximately at the site of the electrical recording tip (Figure 1,c). The magnetic and electrical
field calculation were based on calculations performed in (Karadas et al., 2018), using the LFPy software package
(Lindén et al., 2014).

3. Results and Discussion
3.1. Movement Inhibition

The strong contraction of the muscle after laser stimulation was found to produce a movement-induced artifact in
our diamond NV sensor. This artifact arose due to a slight shift in microwave resonance frequency resulting from a
motion-induced change in coupling between the nearfield antenna and the diamond and tissue above it. In order to
remove this artifact, we pharmacologically suppressed movement using the myosin ATPase inhibitor 2,3-Butanedione
monoxime (BDM), without affecting compound action potential propagation. To determine the necessary concen-
tration, we gradually increased the concentration of BDM in the recycled ACSF pumped through the solution bath,
starting a 2.5 mM and increasing in steps of 2.5 mM at 10 minute intervals.

Figure 2,a) shows the measured NV sensor response (magnetic data) for a laser stimulated muscle at a range
of different concentrations of BDM. With no or low concentration of BDM, we observed a significant movement
artifact, equivalent to a 15nT magnetic field signal, followed by a decaying response lasting over 200ms. This artifact
completely masked the sought action potential signal from the muscle. The motion artifact was considerably larger
for laser stimulation than observed in our previous work using LED stimulation. We attribute this to significantly
more effective stimulation of the muscle with the higher intensity laser than the weaker LED light, with the stronger
movement clearly visible even by eye.

By increasing the concentration of BDM from 2.5 to 20mM in the ACSF solution, we observed a clear reduction in
the movement artifact, with complete elimination above 15mM. This could also be observed in the electric signal from
the surface electrode, with oscillations reflecting the movement of the electrode on the muscle eliminated in favour of
the electrical response in the muscle (Figure 2, a). In order to confirm the absence of movement, we used a white light
microscope and camera mounted above the sample, recording the movement of the muscle edge as a function of time
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Figure 2: The diamond NV sensor and optical response to stimulation as a function of increasing BDM concentration.

a) NV sensor response to stimulation - with low concentrations of BDM a large artifact associated with muscle movement
was observed; this was eliminated at concentrations above 15mM. Bottom: Electric data for the same muscle. Here,
oscillations arising from movement of the electrode on the moving muscle can be seen to vanish in favour of the biosignal
of the electrical activity in the muscle. b) To fully con�rm the suppression of movement, we used white light microscopy,
imaging the muscle edge during stimulation with a camera at 90fps. Above 15mM, spikes associated with muscle movement
are completely eliminated.

while stimulating with the blue laser. With low concentrations of BDM, clear jumps in position could be observed
post-stimulation as the muscle moved (Figure 2,b). Above 15mM of BDM, these were completely suppressed, with
no movement detectable anywhere along the muscle.
3.2. Noise Filtering

In Figure 3,a) and b) we show the unfiltered power spectral density (PSD) from data recorded using our diamond
NV sensor, containing significant noise from background magnetic field sources. We show the effect of our whitening
filter algorithm in Figure 3,c) and b). As can be observed in the spectrum and the post-filtered timeseries, the filter
significantly reduced the noise level. The PSD used to derive the filter was calculated using Welch’s method with time
intervals of 3.5s, 50% overlap and Hanning window. In Supplementary Information, we outline the process by which
we optimise the parameters of the whitening filter to remove noise, while retaining sufficient frequency components
of the biosignal. We also directly compare the whitening filter performance against that derived using notch filtering
and clarify how real absolute magnetic field units (Tesla) can be recovered from the relative PSD of the whitened data.
Overall, we found the performance of the whitening filter in terms of noise removal was not significantly better than by
using the notch filter method. However, it was significantly faster (×2.5 speedup) and easier to implement, requiring
only the calculation of the PSD for each 60s time trace compared to a serial algorithm needed to sweep through and
build the notch filter mask. For the majority of biological applications, the signal shape and relative amplitude is of
main concern, making the whitening method a fast and effective option.
3.3. Biosignal Readout

In Figure 4,a) we show examples of the biological signal measured by the diamond NV sensor (magnetic data) and
simultaneously recorded electrically using the AgCl contact electrode (electric data) for 3 different muscles (M1-3),
each recorded in a separate experimental run. For each muscle, we observed both a fast response peak (AP) at ∼5ms
and a slower response (CH) at ∼10ms after the stimulation trigger. We attribute the first peak (AP) to the compound
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Figure 3: The noise spectrum of the diamond NV sensor, before and after post-processing �ltering. a) Averaged
spectrum of the background magnetic noise as measured by the sensor and b) spectrogram of the same noise taken over
13 hours. We observe signi�cant noise arising from sources such as mains electricity in the <1kHz region that contains
the majority of the components of the ms-scale biological signal. c) Comparison of the amplitude spectrum before and
after the application of the whitening �lter, with a signi�cant amount of noise identi�ed and removed. This is re�ected in
the example timeseries shown in d), showing a 0.5sec trace before and after the �lter is implemented. Filtering reduces
the noise from peak-to-peak of 400nT to less than 1nT on a single 60sec trace.

action potential response and the second slower peak (CH) to the response from channelrhodopsin activity. Both signals
decayed in amplitude over many stimulations while retaining a similar shape, with the AP signal decaying more rapidly
and begin subsumed into the CH signal after 4-6 hours of measurement (Figure 5). A slight delay in time was observed
between the electric and magnetic data, arising from the positioning of the probe electrode away from the stimulation
site, but still within 0.2-0.5 mm of the 2 ×2 mm2 diamond sensor. We use a compromise upper cutoff frequency of
650Hz, minimising distortion to both AP and CH signals (see Supplementary Information), but acting to smooth the
AP signal in the magnetic data. We note that the biological signal we observe using laser stimulation is significantly
different from that previously observed for LED stimulation. The AP peak amplitude was weaker by a factor of 2 and
in both the electric and magnetic data and recording shown in Figure 2, a), we observed a non-negative refractory
period followed by a slowly (tens of milliseconds) decaying response (CH). Furthermore, we observe a difference in
the relative height of the AP and CH peaks between the magnetic and electrical readouts. We attribute this to the
channelrhodopsin channels opening faster and remaining open for longer under higher intensity laser light, allowing
ionic current to flow for longer and generating the strong CH signal.

The peak magnetic field observed for muscle M2 was a factor of 5 stronger than for M1 and M3. We consider this
likely to arise due to unexpected variability in sensor response across the 2×2mm2 diamond area. Due to the high level
of internal reflection in high refractive index diamond, that we collect light from the full diamond volume and that the
diamond had a relatively uniform density of NV centres, we expected sensor output to not vary significantly depending
on muscle position, so long as the muscle was positioned approximately above the sensor. However, we found this
not to be the case. Later investigations using a scanned electrified probe tip across the diamond surface, recording the
magnetic field it induced, determined an area approximately 0.5×0.5 mm to be a factor 16 better sensitivity than the
lowest response elsewhere on the diamond (see Supplementary Information). This region corresponded approximately
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Figure 4: Measuring the muscle biological response electrically and magnetically. Magnetic and electric data recorded
for 3 di�erent muscles (M1-M3). The data shown is the average response over 15000, 13500 and 540 stimulations for
M1-3 respectively. The action potential (AP) peak and the channelrhodopsin (CH) are clearly distinguishable on all three
muscles. On all sub�gures, time t=0 corresponds to the instant laser stimulation is triggered.

Figure 5: Stability of the measured biological response over time. a) Variations in electric data recording versus number
of stimulations for muscle M1. The amplitude of the signal gradually decreased over time as the muscle fatigued. We
observed both a fast response peak from the action potential at ∼5ms and a second slower peak from channelrhodopsin at
∼20ms. b) Scaling of the standard deviation of the 60s timeseries (measuring noise) as a function of number of stimulations
for both notch and whitening �ltering, showing the decay of the AP and CH peaks.

to where the pump laser beam struck the diamond, receiving the maximum laser intensity.
Although we cannot directly confirm the precise positioning, in the case of M2 it is likely the muscle was located

optimally at the most sensitive region. For M1 and M2, the location was suboptimal but enough to yield a signal. For
a number of other muscles, likely located away from this region, we recorded no biosignal in the magnetic data. We
consider the positional response a particularly important result for this type of sensor, highlighting the need to correctly
position the biosamples and spatially map sensor response. We also highlight that this potentially offers a novel route
to spatially resolve and image signals well below the physical dimensions of the sensor using a scanned, highly focused
First Author et al.: Preprint submitted to Elsevier Page 8 of 13
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pump laser beam. Further investigations of these aspects are called for, but are beyond the scope of this work.
3.4. Simulation and Modeling

Figure 6: Channelrhodopsin model as related to our recorded response. a) Depiction of the di�erent stages of the
four-state model of a ChR2 molecule. Blue light can transition the ChR2 from closed (C1 and C2) to open (O1 and O2).
b) Upper �gure show simulated magnetic signal as detected by averaging over the whole diamond. Lower �gure show
simulated LFP as detected by an electrode positioned as in Figure 1,c.

In order to explore the origin of the observed signal features, we modelled the muscle system to calculate the
response under laser stimulation. In both electric and magnetic data, we observed a signal (CH) with a slow decay
(Figure 4). We attribute this signal to the activation of channelrhodopsin, with such a signal previously observed for
optogenetically stimulated muscle signals(Bruegmann et al., 2015; Magown et al., 2015). When trying to model this
response, we found that the original biophysical models of ChR2, developed for stimulation of neurons rather than
muscle, could not describe the length of the CH signal we observe. Modelling the dynamics of ChR2 in neurons for
a large span of different scenarios, including covering the range of current and intensity in this work, predict that any
signal should decay within 15 ms of the stimulation (Nikolic et al., 2009).

The four-state ChR2 model (Grossman et al., 2011) for this process is shown in Figure 6,a). The ChR2-proteins
are mainly populated at rest in the closed fast state (C1), which, when illuminated, transitions to the open fast state
(O1) with transition rate Ka1 (stimulation laser intensity dependent) thus allowing influx of ions to the fiber. The O1 is
unstable and decays mainly to C1 (with transition rate Kd1) as long as short excitation pulses (≈5 ms) are used. This
typically results in a single action potential without any pronounced secondary prolonged current.

With longer pulse duration, C1 can also transition to the slow opened state (O2). This transition is characterised
with the irradiance dependent transition rates e12 and e21. The O2 state relaxes relatively slow to the closed slow state
(C2) with a transition rate of Kd2, which in turn can either transition back to O2 given an excitation, with transition rateKa2, or return to C1 with transition rate Kr. As the O2 state stays open for a longer time period after the stimulation
pulse, it also creates a longer decay of the signal. This was experimentally observed for neuron stimulation for excitation
pulses exceeding 50ms (Nikolic et al., 2009).

However, we observe our slowly decaying CH signal at a shorter stimulation period of 5 ms. This implied that
the ChR2 in the studied muscle has transitioned into the O2 configuration at a greater degree than it would occur in
neurons. We therefore modified the four-state model to account for this behaviour (see Supplementary Information
for full details). Briefly, we modeled the induction of a secondary long-lasting current at a stimulation period of 5
ms by allowing for a stronger transition to the O2 configuration in ChR2, decaying more slowly to the closed state.
This was done by setting the e12 and e21 parameters higher during illumination, and then letting e12 remain high after
illumination, whereas e21 returned to a low value (Table SI1). Furthermore, the conductivity of the O2 state was
also set higher than in previous models (from about 2-5fS to 25fS). These alternative values for the ChR2 model can
be justified by considering the higher intensity of the stimulation laser light compared to that in the original ChR2
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model and that we experiment on muscle rather than neuronal structures, with a different environment in the muscle
sarcolemma compared to neural cell membrane. These alternative values for the ChR2 model can be justified by
considering and the . Modification of these few parameters gives a modelled signal (Figure 6, b) highly representative
of the magnetic and electric data recorded experimentally (Figure 4).

4. Conclusions
In this work, we demonstrate the viability of a diamond nitrogen-vacancy (NV) colour centre biosensor for record-

ing biosignals while stimulating activity in high proximity to the sensor with focused pulsed laser light. Although we
use simple muscle tissue, which could be easily probed electrically, our results show that highly localised, high inten-
sity, selective excitation of specific biological processes in more complex systems can be done while passively sensing
in the same localised region. This is essential for realising proposals such as to mapping neural activity in networks in
the brain (Alivisatos et al., 2012) and experiments using intracellular nanodiamonds (Schirhagl et al., 2014).

We show that laser optogenetic stimulation of mouse muscle has a stronger physical response than our previous
investigations using much lower intensity LED stimulation (Webb et al., 2021). This resulted in a significant movement
artifact in the biosensor readout. We were able to fully suppress this artifact using a muscle movement inhibitor,
although suppression was more challenging with higher intensity laser illumination than low intensity LED light.
These results highlight the importance of understanding and eliminating unwanted artifacts in biosensing experiments.
Although in this work the motion artifact represented a disadvantage, it could be exploited in a novel type of diamond
NV sensor for force/motion detection, such as vector sensing of force/movement in a biological sample (Cohen et al.,
2020).

Using a a filter algorithm based on spectral whitening we shown similar noise reduction performance as for using
a notched filter, but with an improvement in terms of post-processing filter time (≈2.5 times faster), especially where
recovery of precise field units are not required. This represents a step forward in terms of realising real-time biological
signal recovery in an ordinary, unshielded lab environment Further advances in filtering may be obtained by imple-
menting artificial intelligence techniques in filter design, in particular by supplying synthetic known biosignals to the
sensor.

We observe both short period (AP) and long period (CH) signals in the magnetic data recorded by our NV sensor.
Through modeling, we attribute these signals to muscle action potential (AP) and to current flow through channel-
rhodopsin (CH), with more muscle fibres addressed by the deeply penetrating laser beam and the channel opened for
longer by the higher laser intensity. Although not ideal, with the channelrodopsin activation obscuring the action po-
tential signal, the result exemplifies the usefulness of our diamond NV sensor in gaining new insight into a biological
system close to the optical stimulation site. Using alternative techniques, artifacts arising from photovoltaic effects
(for electrical probes) or optical bleaching (for fluorescent biomarkers) would entirely mask the biosignal. The muscle
position variability of the strength of our magnetic response highlights the need to properly characterise the sensor,
and the potential to record strong signals if this process is well optimised. These results also potentially point to a way
to achieve spatial resolution below the physical dimensions of the diamond, while still maintaining the same optical
collection and excitation scheme. Such spatial resolution is key to fully, microscopically resolve and identify the origin
of activity in living biological samples.
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1 Mapping of Diamond Sensitivity

Supplementary Figure 1: Strength of the response in nT measured by the sensor to a wire
electrode carrying a 20Hz, 10mA current scanned manually across the surface of the diamond
sensor. Maximum sensor sensitivity corresponds to the point of maximum response to the
electrode (darkest red).

Although we collected light from the entire diamond (within the numerical aperture of our
condenser lens), and therefore did not expect significant nonuniformity of sensing across the
2x2mm diamond area, it was found during the course of later experiments that sensitivity did in
fact vary. We found higher sensitivity at the point directly adjacent to where the 532nm pump
laser strikes the underside of the diamond. As we did not account for this, we only positioned
the muscle correctly on this sensitive region by chance.

To identify this point for better sample positioning, we mounted a thin Cu wire on a glass
rod, in turn mounted to a (x,y) micrometer stage. This wire was then connected to a current
source producing a 20Hz, 10mA AC signal. This signal induced a sharp magnetic field gradient
at the wire tip, which would then generate a response from NV centres in the part of the diamond
directly below it. We could then record the amplitude of this 20Hz signal relative to the white
noise floor by monitoring our NV sensor output, giving us a measure of sensitivity at a given
point. We divided our sensor area into 4 × 4 squares, manually driving the Cu wire to each
square approximately 0.1mm above the diamond surface using a translation stage, with the top
mounted white light microscope for guidance.

This map of signal amplitude (where higher amplitude = greater sensitivity) is shown in
Supplementary Figure 1. By removing the top Kapton tape and foil layers, we could image the
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Supplementary Figure 2: Imaging throught the diamond using the white light microscope above
the sample chamber, with the foil and Kapton cover layer removed such that the point at which
the pump laser strikes the diamond can be seen. In a) we use an optical filter to show only the
region of maximum fluorescence emission and in b) and c) the maximum green pump laser and
green/red overlaid. )Note - image is flipped horizontally with respect to the signal map in the
previous figure)

position where the pump laser reaches the diamond, generating the most fluorescence. This
is shown in Supplementary Figure 2 approximately coinciding with the position of maximum
sensitivity. Recognising this issue allowed us to better position future samples to maximise the
strength of magnetic field recorded.

3



2 Photovoltaic Effect

Supplementary Figure 3: Photovoltaic effect resulting from a 5ms stimulation laser pulse (at
t=2sec) directed at the stimulation electrode. We attenuate the power of the 50mW laser light by
using neutral density filters placed in the beam path (ND=0-1). The strength of the effect we
record from the electrodes (V) is significantly higher than the strength of the recorded biosignal
(mV), and would entirely mask it for any recording near the stimulation site.

We recorded and modelled the photovoltaic effect arising from the stimulation laser shining
on the electrical probe electrode. These artifacts were recorded by triggering a stimulation laser
pulse during a 10sec recording, with a range of neutral density filters introduced to vary the
stimulation laser power between 5-50mW. A strong artifact was observed in the electric data
(Supplementary Figure 3 and 4), with the absolute magnitude of the single shot voltage peaking
at 0.14Vm decaying on the order of many seconds, was measured when laser stimulation at
50mW was aimed directly at the electrode. The decay of this signal was far slower than the
stimulation rate, potentially leading to artifact compounding and hysteresis effects. Even with a
manual optomechanical translation stage, we found it challenging exprimentally to precisely
position the beam at a number of set distances from the electrode. However, using this data and
modeling the laser as a Gaussian beam with 1/e2=200µm (approximately the same width as
the electrode), we could extrapolate the effect of stimulating away from the electrode. This is
shown in Supplementary Figure 5. We find that the stimulation cannot occur within 0.5mm of
the electrode without introducing a significant artifact (here defined as 10% of the ≈2mV single
shot peak biosignal). We consider this estimate to be optimistic, and in practice even smaller
artifacts would be desired, especially when averaging over many stimulations.

Such photovoltaic artifacts exemplify how it is extremely challenging to recover a weak
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Supplementary Figure 4: Extrapolated parameters for the photovoltaic effect from the exper-
imental data in Supplementary Figure 3. In a) we fit an exponential of the form exp(-1/τ) to
the decay after the minimum voltage is reached and plot the decay constant τ as a fucntion of
stimulation laser power after the ND filter. In b) we plot the minimum artifact voltage, again as a
function of laser power. We fit both parameters as a linear function of laser power (dashed line).

biological signal at or close to the optical stimulation site using electrical probes - a drawback
the dimaond NV sensor does not suffer. We note that for electric data measurements in the main
text, we located the probe electrode on the muscle surface well away from the stimulation site
and shielded it from the stimulation laser using black tape. This eliminated any prospect of
artifact pickup.
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Supplementary Figure 5: a) Model of the stimulation laser (1/e2=200µm as in the experiment)
on a 0.2mm width recording electrode. We model the expected minimum voltage and decay
time as a function of laser position in x, where x=0 has the laser centred on the electrode as
in the experimental data in Supplementary Figure 3. By calculating the total integrated power
the electrode receives and using the linear fits in Supplementary Figure 4, we can estimate the
strength of the artifact (peak absolute voltage) and the decay time. In b) we plot the minimum
voltage, showing the distance required to reach 1/10th of the size of the biosignal. In c) we
plot the time required to decay to this voltage, showing the distance required for decay to occur
before the next stimulation (within 0.5s).
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3 Optimization of Whitening Filter

Using spectral whitening is ideal for the magnetic data from our sensor, as the SNR of the
biosignal is <<1, meaning that all peaks in the power spectrum significantly above the white
noise floor are entirely noise. By using the method outlined in the main text, this allows these
noise peaks to be eliminated by dividing by a suitable approximation of the PSD, without having
to specifically identify each noise peak (as is required for notch filtering) and without requiring
any knowledge about the sought biosignal.

However, for eliminating lower amplitude noise near the white noise floor, this simple
whitening method suffers the drawback that in minimising the noise on the signal by estimating a
PSD ever closer to the actual PSD of the signal, it may begin to remove frequencies that are part
of the desired biosignal. This can lead to a corruption of the recovered signal from the magnetic
data, either through distortion of the shape of the signal or introduction of filter artifacts. In the
extreme case where the estimated PSD entirely matches the actual PSD, the noise will be zero,
but the signal will be completely eliminated.

Here, that the SNR of the biosignal is <<1 presents a problem: we cannot from a single
60sec iteration timeseries determine the degree of corruption of the biosignal in the magnetic data.
We cannot see the biosignal in a single timeseries, nor can we see the components of the signal
in the frequency spectrum. These could be resolved by averaging over many 60sec iterations
corresponding to thousands of stimulations. However, this would be extremely time consuming -
the datasets are many tens of gigabytes and therefore too large to hold in PC memory, wherefore
they would need to be reloaded from an external disk for each of the hundreds of iterations of
the whitening parameters. Furthermore, using this mean power spectrum would not necessarily
allow us to effectively filter out transient noise present in each 60sec iteration dataset, or cope
with frequency and phase drift in the mains noise.

The solution we use here is to provide a test signal that has a higher SNR that puts the signal
components above the white noise floor, but crucially still below the majority of the noise peaks.
This can be done in two ways. The first is to generate a test signal (such as square pulses or a
synthetic biosignal) in a field coil adjacent to the diamond NV sensor, recording this signal plus
the background noise, then applying the filter to the magnetic data recorded from the sensor.
The second, which we use in this work, is to separately record the electric data from a probe on
the muscle, to scale this as a replica magnetic field signal of ≈1-20nT strength and then mix this
signal with a recording of magnetic data which is purely the background noise (no muscle in the
chamber). This process is outlined in Supplementary Figure 6.

The parameters chosen for the optimization of the whitening filter were respectively the size
and the number of overlapping points of the windows used to calculate the PSD with Welch’s
method. To optimize these parameters the following routine was implemented with the goal of
minimizing the mean square error (MSE) between the filtered signal in the magnetic data and
the replica test signal defined below:

7



1. A 60s time trace containing a train of measured electrical data from the electrode on the
muscle was generated (Figure 6 and converted into a scaled equivalent magnetic field
signal(c))

2. A 60s magnetic time trace containing only magnetic noise was measured (Figure 6(b))

3. The two time-traces from 1) and 2) were added together to create a composite signal.

4. The whitening filter was applied to the composite signal.

5. The whitened testing signal was divided into trials of 29 trials of 1s and the latter were
averaged

6. The MSE was computed between the averaged trial obtained in 5) and the replica signal
in 1) ((Figure 6(d))

Supplementary Figure 3, a) shows an example of the results obtained from the optimization
routine. The MSE was minimized in the chosen parameter space by using with a window length
of 2.8 s and 30% overlap. With these parameters it was possible to compute the PSD of the
magnetic time traces Figure 7(b) and derive their corresponding whitening filter Figure 7(c).
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Supplementary Figure 6: a) Diagram illustrating the Whitening filter parameters optimization
routine. b) Example of pure noise time-trace from magnetic readout c) Synthetic signal recre-
ated from the measured electric data recorded from the response from the mouse muscle d)
Comparison between original synthetic signal (orange) and signal extracted from noise with the
whitening filter after averaging the trials.
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Supplementary Figure 7: a) Results From the Whitening Filter Optimization a) Color map of
the MSE with varying parameters b) Example of PSD calculated from the magnetic data with
optimized parameters c) Whitening Filter frequency response derived from the PSD in b).

10



4 Whitening Unit Recovery

Supplementary Figure 8: a) Method for restoring units to the unitless whitened data by taking
the PSD mean, assuming the PSD is relatively flat across the measurement bandwidth. b) The
PSD from notch filtering, removing the majority of noise peaks while retaining the (Tesla) units.
The equivalent for whitening is shown in the main text. c) Comparison of the magnetic data for
Muscle 1 filtered using the whitening method and scaled by the method in a),b) and by using the
notch method. Recovery of units could also be achieved by scaling the whitened signal to match
the notch filtered signal in the time domain.

By performing the whitening filter procedure, we lose the real (Tesla) magnetic field units of
the measurement, by effectively dividing the power spectra density by an approximated version
of itself with the same units. To convert the whitened signal back into Tesla units with reasonable
accuracy, as we do in the main text, we must use a recalibration factor. We can obtain this in
two ways:

1. We can take the mean white noise floor of the unfiltered PSD over the measurement
bandwidth, identifying and ignoring the major noise peaks above the floor (e.g. 50/150Hz).
This is illustrated in Supplementary Figure 8. Here our chosen upper cutoff frequency is 650Hz
and lower cutoff (to eliminate low frequency laser technical noise) was 20Hz. We can then
multiply our unitless whitened filtered signal by this mean value to restore the magnetic field
units. Although this procedure is relatively simple, it relies on the PSD being flat over the
bandwidth and the correct identification of noise peaks above the white noise floor for masking.
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For higher bandwidths, the former criteria is not met, due to the rolloff imposed by lock-in
amplification.

2. We can perform the filtering using the slower notch method (detailed in our previous
work, see citation in main text). This method retains the Tesla units in the filtered output signal.
We can then scale in the time domain our unitless signal from the whitening process to the notch
filtered signal to recover the units. This scaling could be done with either the raw filtered output
data, by using the biosignal or by using a known test signal applied usign a field coil to the
diamond NV sensor.

Supplementary Figure 8 shows a comparison of an example biosignal with the units re-
covered, filtered by both notch and whitening filtering, with good agreement between them.
We note that using the notch method to recover the units effectively defeats the purpose of
the whitening (faster, no need to identify manually every noise peak). However, we note that
for most applications - especially in biosensing - only the shape and relative size of the signal
matters and the absolute units for magnetic field may not be required. Such a relative signal can
be obtained more simply and quickly by the whitening filter.
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5 Determination of Low-Pass Filter Cutoff Frequency

To determine the low pass cutoff frequency for filtering the magnetic time traces, the averaged
signal in the electric data recorded using the AgCl probe electrode was filtered using a 3rd
order Butterworth filter with varying cutoff frequency, and the variation percentage between the
original signal and the filtered signal was computed at each step (Figure 9(a)) . The definition of
percentage variation used was the following:

Variation% =
1
N ∑

|xi− x
′
i|

|xi|
(1)

where x and x’ are respectively the original and the filtered signal. The threshold for the
percentage variation was deliberately chosen to be at 1% at which there was no visible distortion
of the biological signal (Figure 9(b)). The cutoff frequency for the low-pass filter corresponding
to the chosen threshold was 650 Hz.

Supplementary Figure 9: a) Variation percentage between the filtered signal and the original
signal with varying lowpass cutoff frequency, red dashed line indicated the chosen threshold at
1% . b) Comparison between the original electrical response and the filtered one.
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6 Robust Detrending

Supplementary Figure 10: a) Measured electrophysiological response (black) and measured
electrophysiological response with artificially added low frequency drift (red). 2) Comparison
of robust detrending method and standard high-pass filtering with varying cutoff frequencies.

Robust detrending allows the removal of slow baseline drift while avoiding the distorting
effects of high-pass filter artifacts. The presence of deflections before the stimulation that
triggered the biological signal can easily lead to misinterpretation of the signal itself. In
detrending, the drift is removed by fitting and subtracting a polynomial to the time trace.
Unfortunately, detrending is still subject to artifacts due to the signal being present in the
fitting process. This problem is readily solved with robust detrending: the portion of time-
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trace containing the biological signal is masked before the polynomial is fit to the data. For
demonstrational purposes, low frequency noise was added to the measured electrical response
from the mouse muscle (Figure 10(a)) and removed both with standard Butterworth high-pass
filtering and with robust detrending (Figure 10(b)). High-pass filtering with cutoff frequencies
<1 Hz is not sufficient to completely eliminate the low frequency drift, while cutoff frequencies
>1 Hz create deflection artifacts before the biological signal. In this case, to implement robust
detrending, the time-trace was masked in the time interval between 0.5-0.8 s in which the
biological signal is present. A high order polynomial (10th) was used to fit the remaining data
points and subsequently subtracted from them. The results clearly shows that the biological
signal obtained with robust detrending is free from deflection artifacts and highly resembles the
original signal from Figure 10(a) .
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7 Modeling

7.1 Ion Channels

The muscle action potential was simulated with the use of NEURON. The model parameters for
this simulation was based on the models for mammalian skeletal muscles described in Cannon
et al. (citation in main text). This was implemented as a simple version of the Hodgkin-Huxley
model with the following ion currents:

Iion = gNa(Vm−ENa)+gK(Vm−EK)+gleak(Vm−Eleak) (2)

where the sodium and potassium conductance is derived from their gating parameters m,n and h,
which determine the amount of opened ion channels, such that:

gNa = ḡNam3h (3)

gK = ḡKn4 (4)

Where ḡion is the maximum conductance of a particular ion channel. The gating parameters is
calculated by solving the following set of differential equations:

dy
dt

= αy× (1− y)−βy× y;y ∈ m,n,h (5)

And:
αm =

ᾱm(Vm−V̄m)

1− exp(−Vm−V̄m
Kαm

)
, βm = β̄m exp(−Vm−V̄m

Kβm
) (6)

αh = ᾱh exp(−Vm−V̄h

Kαh
), βh =

β̄h

1+ exp(−Vm−V̄h
Kβh

)
(7)

αn =
ᾱn(Vm−V̄n)

1− exp(−Vm−V̄n
Kαn

)
, βn = β̄n exp(−Vm−V̄n

Kβn
) (8)

The final ion channel term, the leak conductance, is a steady state variable, and thus the
conductance is constant set to 0.75mS/cm2.
We also added a current due to the presence of the T-tubuli in the sarcolemma (It), reflecting
that the membrane potential of the sarcoplasmic surface may be different than the membrane
potential inside the T-tubuli. Given an extracellular resistance of Ra, and with the membrane
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potential of the T-tubule denoted as Vt , then the current contribution from the T-tubuli are:

It =
Vm−Vt

Ra
(9)

Vt is calculated using the same Hodgin-Huxley model as for the sarcolemma, however, since
the ion channel densities of the T-tubuli are lower, each of these have to be scaled with a
corresponding ratio ηion, i.e. the ratio of ion channel density in the tubular space to the ion
channel density in the sarcoplasmic regions.

It,ion = ηNagNa(Vt−ENa)+ηKgK(Vt−EK)+ηleakgleak(Vt−Eleak) (10)

Cm(µF/cm2) Rs(Ωcm) Ra(Ωcm2) ḡNa(mS/cm2) ḡK(mS/cm2) gl(mS/cm2)
1 125 250 150 21.6 0.75
ᾱm(ms−1) ᾱh(ms−1) ᾱn(ms−1) β̄m(ms−1) β̄h(ms−1) β̄n(ms−1)
0.288 0.0081 0.0131 1.38 4.38 0.067
Kαm(mV ) Kβm(mV ) Kαh(mV ) Kβh(mV ) Kαn(mV ) Kβn(mV )

10 18 14.7 9 7 40
V̄m(mV ) V̄h(mV ) V̄n(mV ) ηNa ηK ηleak
-46 -45 -40 0.1 0.4 0.5

Table 1: Model parameters for the muscle fibre channel dynamics

7.2 Channelrhodopsin 2 model

Here we outline the implemented channelrhodopsin 2 four-state model (ChR2) based on the
works by Grossman et al. and Nikolic et al. (citation in main text)

If O1, O2, C1,and C2are the fraction of ChR2 molecules in a cell section which is in the fast
open, slow open, fast closed, and slow closed state respectively, then the instantaneous rate of
change of these states can be defined by a set of rate equations:

dO1

dt
= Ka1C1− (Kd1 + e12)O1 + e21O2 (11)

dO2

dt
= Ka2C2 + e12O1− (Kd2 + e21)O2 (12)

dC2

dt
= Kd2O2− (Ka2 +Kr)C2 (13)

C1 +C2 +O1 +O2 = 1 (14)
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Here e12and e21 are the transition rates between O1 and O2, from 1→2 and 2→1 respectively.
These two parameters depend on light illumination and attains different values ei j

Light and
ei j

Dark depending on whether light is on or not. The rate constants Kd1and Kd2 are the closing
rates from the open to the closed state of the fast and slow opened state respectively while Kris
the transition rate between the closed slow state and the closed open state.
Finally, Ka1 and Ka2 are the transition rates from the closed to the open states, they depend on
the light illumination according to the following equations:

Kai =

{
εiϕ(1− e−(t−tON)/τ), Light ON

εiϕ0(e−(t−tOFF )/τ − e−(t−tON)/τ), Light OFF
(15)

where ε is the quantum efficiency of channelrhodopsin, ϕ is the photon flux per area, τ is the
time constant of channel. The stimulating current when the light is on is then calculated as:

IChR2 = IMax(O1 + γO2) (16)

with γ the ratio between the conductivities of the O2 and O1 states (γ = g2/g1), and IMax the
maximum stimulation current. IMaxis calculated for the case of when all ChR2 are in the O1
state, thus allowing maximum current:

Imax = (V −EChR2)gMax,ChR2 (17)

where EChR2 is the reversal potential (set to 0 mV) and gChR2is the channel conductance per area
(gMax,ChR2 = g1ρChR2), where ρChR2is the density of the channelrhodopsin in the membrane. The
parameters for the laser model can be seen in Table 2.

7.3 Light model

To obtain an accurate model of the experimental data, it is necessary to also know the light
distribution in the muscle tissue. One common method of fitting light propagating in biological
tissue, which was used in the present study, is the Kubelka-Munk (KM) model for diffuse
scattering media. It is a method that provides a relatively simple analytical expression for
the irradiance at all points in the tissue (see Fig. 2b in the main text). It should however be
noted that this is an approximation, as the KM model assumes isotropic scattering and isotropic
illumination.

The irradiance at a point in the tissue can be expressed in cylindrical coordinates, as (see Foutz
et al. 10.1152/jn.00501.2011):

I(r,z) = I0G(r,z)C(z)M(r,z) (18)
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where I0 is the irradiance of the light source, G is the Gaussian distribution of the emitted light,
C is the spreading of unfocused light, and M describes the lights scattering and absorption
behavior. The Gaussian distribution (G) can be calculated as:

G(r,z) =
1√
2π

exp[−2(
r

R(z)
)2] (19)

Where the R(z) is the radius of the light cone at depth of z starting from R0 emission. The spread
function (C) is:

C(z) =
R0

R(z)
(20)

And the spreading (M) can be calculated by:

M(r,z) =
b

asinh(bµs
√

r2 + z2)+bcosh(bµs
√

r2 + z2)
(21)

with a and b being respectively:

a = 1+
µa

µs
and b =

√
a2−1 (22)

where µs is the scatter coefficient per unit thickness (in [mm −1]), and µa is the absorption
coefficient per unit thickness (in [mm−1]).

Laser light, in contrast to light from an LED, is collimated around a given direction of propa-
gation, and over the distances investigated in the present experimental setup, we approximated
this as completely collimated, focused beam (C=1). The irradiance at all segments in the muscle
fiber model was calculated using the above equations with Python.

19



Description Value Laser Model
Channelrhodopsin-2 properties
Kd1(s−1) Decay Rate 117
Kd2(s−1) Decay Rate 36
e12 (s−1) Transition rate: light 265

Transition rate: dark 265
e21 (s−1) Transition rate: light 46

Transition rate: dark 23
Kr (s−1) Recovery rate 0.4
g1(fS) O1 state conductivity 50
g2(fS) O2 state conductivity 25
σret(µm−2) Retinal cross section 1.2 x 10−8

ε1 Quantum efficiency 0.5
ε2 Quantum efficiency 0.1
τ (ms) ChR2 time constant 6.5
ρChR2* (µm−2) ChR2 density 200
Fiber optic-Tissue Properties (Aravanis et al.,
2007)
µa(mm−1) Absorbance coefficient, Muscle 0.45
µs(mm−1) Scattering coefficient, Muscle 2.9
ηtissue Muscle index of refraction 1.41

Table 2: LED and laser stimulation model parameters
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7.4 Muscle Geometry

The geometry of the muscle was approximated as a bundle of close-packed fibers in a circular
geometry (see Fig. 2a in the main text). The radius of the entire muscle was set to 845 µm,
as estimated from the smallest radius seen in Fig. 2b in the main text, and the radius of an
individual fiber was set to a uniform distribution of 22.5+/-3.5µm, as the most common fiber
types in an EDL mouse muscle. The position and diameter of an individual fiber, as simulated
by NEURON, was then set according to this geometry. The simulated laser spot was positioned
at one end of the muscle, such that the full width of the laser spot (500µm in diameter) hit the
top center side of the muscle. The LFP was recorded from a simulated electrode 2.5 mm from
the laser center spot, at a 70◦ angle from the diamond plane. The diamond was placed below the
muscle, 1 mm from the laser spot center, as estimated from Fig. 3b in the main text.

7.5 Extracellular Field Calculations

The LFP was calculated based on the membrane and axial currents provided from the NEURON
simulation. This calculation was performed using the python package LFPy. These were
calculated for each fiber individually, and then superimposed for the total LFP signal. Similarly,
the magnetic field signal was calculated by dividing the 2x2 mm diamond into a 20x20 grid, and
the magnetic field strength from each fiber was superimposed to each grid position. For a fiber
divided into N segments of length ∆sn, the magnetic field from that fiber at a radial distance rn

from the segment center can be calculated as:

B(r, t) =
µ0

4π

N

∑
n=1

In
ax(t)× rn

rn
[

hn√
h2

n + r2
n
− ln√

l2
n + r2

n
] (23)

where the axial current in segment n, In
ax, can be calculated from the membrane potential (Vm),

and the intracellular resistivity, Ra, as In
ax(t) =

V n
m−V n−1

m
∆snRa

. Further,hn is the longitudinal distance
from the segment end and ln = hn +∆sn is the longitudinal distance from the beginning of the
segment (see cited work in the main text by Karadas et al. for more detail).

The magnetic field strength in a nerve bundle exhibit cancellation effects, which results in a
scaling factor of the magnetic field. This was implemented by scaling the magnetic field strength
by a factor of s(d) = 0.25+ 42.6

d+52 .

7.6 Model Alterations

As explained in the main text, when increasing the stimulating irradiance on a muscle by several
hundreds of times compared to that of previous experiments, the signal produces a secondary
peak which is on the same order of magnitude as the AP and which also extends for about 100ms.
At a first attempt, we modeled this behavior by implementing a model presented by Nikolic et al.
and Grossman et al. However, this failed to reproduce a sufficiently strong secondary peak, as
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experimentally obtained. The model was originally created for modeling neuronal dynamics
using light intensities in the order of magnitude similar to that of an LED source, and thus has
not been optimized for the present experimental purpose. This discrepancy is most likely due to
the fact that several (unknown) parameters change with the irradiance level. Nikolic et al. and
Grossman et al. explored the intensity dependencies of several parameters in their studies, and
Nikolic provides a function for how e12 and e21 depend on the light flux:

e12(ϕ) = e12,dark + c1log(1+ϕ/ϕ0) (24)

Where c1 and ϕ0 are constants, and ϕ is the light flux. In the present model, this light dependency
function was however insufficient to reproduce the large secondary peak. Although Eq. (??)
may introduce a more direct transition to the O2 state, it cannot change the magnitude of the
O2 current. To accommodate the much stronger intensity of our laser experiment, we had to
additionally include a higher conductivity to the O2 state than what has been previously reported.

To summarize, in the present study, we have used the four-state model, with certain parameter
modifications (see section on Channelrhodopsin-2 modeling above and Table 2), and separately
modified the parameters of the four-state model to fit for the much stronger intensity case of
the laser experiment. The parameters in either of these models are independent on the intensity.
The dependency of the different important ChR2 parameters on light intensity in this scenario
should in future studies be investigated further with more extensive experimental support. These
separate models should thus only be seen as a qualitative fit of the experimental curves, and not
as predictive models.

7.7 Model sensitivity

In this section we investigate briefly how the presented model behaves at different situations
to examine how sensitive the resulting detected LFP signal is to different factors, such as the
position of the recording electrode. In Supplementary Figure 12 we see that by moving the
electrode closer to the stimulation site, the secondary peak becomes stronger in comparison
to the first peak. This is expected, since the first peak originates from the current flows from
the action potential which propagates throughout the whole muscle, whereas the secondary
peak originates from saltatory conduction due to the prolonged opening of the ChR2 molecules,
which strength is directly proportional to the distance from the stimulation site. The first peak
also decreases in peak strength as one records further away from the stimulation site, but this is
due to that the AP:s closer to the stimulation site are more synchronized, and drift apart across
the muscle due to differences in conduction velocities.

We also investigated how the present model behaved with respect to stimulations from
different laser powers (see Supplementary Figure 13). By decreasing the laser power from the
experimentally used one (50mW), the first peak in the LFP shifts to longer delay times. This
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Supplementary Figure 11: Fraction of ChR2 molecules in a segment in the different states (O1,
O2, C1, and C2) over time. Stimulation occurs after 1ms.

is expected, as the number of opened ChR2 molecules, and thus the stimulating current, is
proportional to the irradiance. The lower intensity furthermore mean that there are fewer fibers
activated, and thus the action potential signal (first peak) decreases.

Finally, we show in Supplementary Figure 14 how the current changes due to differing
transition rate parameters of e12 and e21, and due to alternating O2-conductivity. As can be
seen from the figure, the secondary peak decreases with both decreasing e21-dark rate, and with
decreasing O2-conductivity.
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Supplementary Figure 12: Simulated and experimentally obtained LFP signals as recorded at
different distances (d) from the center of the laser stimulation point.
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Supplementary Figure 13: LFP at different laser powers, with the same spot size of 50m. The
50mW signal is scaled such that its maximum equals the experimental maximum, and the other
signals are scaled with that same scaling factor to show how the total signal decreases with
decreasing laser power.

Supplementary Figure 14: LFP vs time for different values of transition parameters to qualita-
tively highlight their effect. “High e12 dark” corresponds to e12 and eDark

12 =265, e21=46. and
eDark

21 =23. “Low e12 dark” corresponds to e12 and eDark
12 =2.65, e21=46. andeDark

21 =23. “Low
e12-dark and low O2 conductivity” corresponds to the same values for the transition rates ei j
and eDark

i j as “Low e12 dark” while the conductivity of the O2 state was lowered from 25fS to
2.5fS.
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Chapter 8

High speed microcircuit and
synthetic biosignal widefield imaging
using nitrogen vacancies in diamond

8.1 Introduction

For applications ranging from microscopic electronic circuit inspection to sensing of
biological signals, the ability to image electrical currents with high spatial and tem-
poral resolution without damaging the sample is essential. Nano-scale resolution of
electrical signals with bandwidth up to the kHz range can be accomplished by utilizing
NV centers in diamond, which can operate as a high density array of separate sensors.
In the following section, imaging of electrical currents in a litographycally patterned
circuit using a camera with integrated lock-in amplifier is demonstrated. The current-
induced magnetic fields generated both from a 130 Hz alternated current and from a
synthetic signal that replicates the shape of dendritic currents (Inhibitory Postsynaptic
Potentials, IPSP) in a mouse hippocampus are spatially resolved as a function of time
with a frame rate up to 3500 FPS. Although the sensor used in this study is not sen-
sitive enough to spatially resolve real biological signals, the given methodologies, in
combination with enhanced pulsed laser protocols and optimized diamond material,
could be a useful tool for mapping neural pathways.
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8.2 Publication

This manuscript was submitted to Applied Physics Reviews with the title of “High
speed microcircuit and synthetic biosignal widefield imaging using nitrogen vacancies
in diamond” as follows:
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The ability to measure the passage of electrical current with high spatial and temporal resolution is
vital for applications ranging from inspection of microscopic electronic circuits to biosensing. Being
able to image such signals passively and remotely at the same time is of high importance, to measure
without invasive disruption of the system under study or the signal itself. A new approach to achieve
this utilises point defects in solid state materials, in particular nitrogen vacancy (NV) centres in
diamond. Acting as a high density array of independent sensors, addressable opto-electronically
and highly sensitive to factors including temperature and magnetic field, these are ideally suited
to microscopic widefield imaging. In this work we demonstrate such imaging of signals from a
microscopic lithographically patterned circuit at the micrometer scale. Using a new type of lock-in
amplifier camera, we demonstrate sub-millisecond (up to 3500 frames-per-second) spatially resolved
recovery of AC and pulsed electrical current signals, without aliasing or undersampling. Finally, we
demonstrate as a proof of principle the recovery of synthetic signals replicating the exact form of
signals in a biological neural network: the hippocampus of a mouse.

I. INTRODUCTION

Microscopic electrical transport underpins both syn-
thetic systems such as integrated circuits as well as bio-
logical processes including the functioning of the human
brain and nervous system. Operating at high speed and
relying on transport down to single electronic charges,
these systems require advanced inspection tools, in order
to monitor transport performance and diagnose fault. In
the case of a synthetic circuit, faults arising from factors
including poor insulation and electromigration [1] can re-
duce device lifetime, requiring intervention before failure.
Equivalently in a biological system, faults at the micro-
scopic level arising from disease (e.g. Alzheimer’s) can
have serious consequences if left undetected.

Key to microscopic inspection are techniques capa-
ble of spatially and temporally resolving electrical trans-
port in both synthetic or biological systems. Presently,
this is difficult to achieve noninvasively without caus-
ing damage to the circuit or surrounding packaging -
a factor especially important for biological tissue. Ex-
isting methods for integrated circuit inspection such as
laser voltage probing [2], electron microscopy [3], THz
spectroscopy[4] and electrophysiology probes[5] or fluo-
rescence microscopy [6] for biosystems require unimpeded

∗ jaluwe@fysik.dtu.dk
† alexander.huck.dtu.dk
‡ ulrik.andersen@fysik.dtu.dk

local access. Furthermore, these existing techniques are
all active, requiring direct interaction with the target sys-
tem. This active sensing has the potential to interfere
with the target signal or at worst induce damage in the
system under study.

What is desirable is an inspection tool that is passive,
remote and noninvasive. In recent years, a new tech-
nique has emerged for this purpose utilising point de-
fects in solid state materials. Located in a solid material
at a distance from the signal source under study, these
can act as atomic scale (quantum) sensors to remotely
and passively probe factors including electric field[7],
temperature[8], pressure/strain[9], motion [10, 11] and
in particular magnetic field[12–14]. State of the art
measurements are based on negative charged nitrogen-
vacancy centres (NVs) in diamond [15]. Consisting of a
substitutional nitrogen dopant paired with a lattice va-
cancy, these defects have an energy level structure highly
sensitive to environmental factors. Sensing using NV cen-
tres can be performed by monitoring fluorescence output
of a single or NV ensemble in a diamond under green
laser and microwave irradiation via optically detected
magnetic resonance (ODMR) spectroscopy [16, 17]. Act-
ing as a high density array of independent sensors, NVs
are ideally suited for widefield imaging using fluorescence
emission, particularly imaging of magnetic field aris-
ing from electrical circuits[18, 19], electronic transport
in graphene[20, 21], ferromagnetic geological samples[22]
and in biological systems[23–25].

A particular goal of widefield NV sensing is to image
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and record the passage of signals in a living biological
neural network [26]. A realisation of this idea would give
key new physiological insight. However, state of the art
imaging with NV centres suffers from two disadvantages.
The first is that the level of per-pixel sensitivity is as-
yet insufficient to resolve the picotesla-level signals from
neurons[27]. This is compounded by limitations in field-
of-view as well as artifacts and background noise [28].
The second is that limitations in measurement methods,
in particular low camera frame rates, prohibit the tempo-
ral resolution of the desired signals. Imaging has there-
fore been limited to slow or static measurements (of e.g.
temperature [19, 29] or DC magnetic field from ferromag-
netic materials[30–32]) or relying on signal aliasing [33],
unsuitable for accurate time resolved signal recovery.

In this work, we address the second of these limita-
tions. We use a novel type of lock-in amplifier camera
(Helicam, Heliotis AG [34–36]), imaging NV centres in
diamond to spatially resolve the absolute magnitude of
the magnetic field induced by current flow in a litho-
graphically patterned microcircuit. We demonstrate the
viability of our technique to map current flow in the cir-
cuit with a wide field of view (mm scale) and micrometer-
level resolution, limited only by choice of microscope ob-
jective. We show this can be done with a simple constant
laser and microwave (continuous wave) method and non-
uniform laser illumination of the diamond at Brewster’s
angle. This optical coupling method allows us to max-
imise coupling of laser pump light into the diamond, key
to increasing overall fluorescence emission and hence im-
proving overall sensitivity. We demonstrate imaging of
AC current signals of frequencies up to 1.5kHz and re-
cover pulsed signals replicating digital and analog sig-
nals in integrated circuits with sub-millisecond resolu-
tion. This is significantly faster than current state of the
art experiments in the field. We demonstrate signal re-
covery above the noise floor at the single pixel level, using
image regions of the diamond both directly adjacent to
and well away from the patterned wire. Finally, we gen-
erate and demonstrate the detection of a signal precisely
replicating the shape of current signals (field excitatory
postsynaptic potentials, fEPSPs) as measured from the
hippocampus in the living brain of a mouse, as a proof
of principle demonstration towards biological neural net-
work imaging.

II. METHODS

A simplified schematic of our setup is shown in Figure
1. We use a 2x2mm electronic grade diamond (Element
6) with a top 1µm CVD overgrown layer with approx-
imately 99.99% 12C and 10ppm 15N doping. The dia-
mond was irradiated with He+ at 1.8MeV with a dose of
1015 cm−2, followed by annealing at 900◦C. We measured
the NV concentration to be in the range 0.1-1ppm. The
fluorescence emission of this diamond, measured using a
photodiode power meter (Thorlabs S120C) in place of the

FIG. 1. Simplified schematic of the experimental setup (not
to scale). The lithographically patterned circuit cross on a Si
or glass substrate (a) is placed adjacent to the diamond (b)
and affixed using either acrylate glue or a 3D printed plastic
holder. The diamond and circuit is then affixed to a PCB
microwave antenna (c) with a hole to allow pump laser (d) to
reach the diamond at Brewster’s angle and fluorescence col-
lection (e) via a translatable microscope objective (f). The
fluorescence is focused (g) into the lock-in camera (h) to pro-
duce an image of the circuit. Current is applied through the
circuit (h) using soldered contacts to the circuit chip. The
view from the perspective of the camera is detailed in (j),
with the diamond on the centre of the cross tracks.

camera was measured to be 152µW under 1.8W of green
pump laser power, a relatively low level as compared to
state of the art schemes[37].

We fabricated the circuit on either Si or glass substrate,
patterned using ultraviolet mask aligned photolithogra-
phy and metallised by deposition of Ti/Au. Track widths
were 10µm, decreasing to 5µm in a 15x15µm square re-
gion at the centre of the cross. We mounted the diamond
and circuit on a printed circuit board (PCB) microwave
antenna with a hole through which laser light could be
directed into the diamond, which was mounted directly
onto the PCB using Kapton tape. We mounted the dia-
mond with the NV centre layer at the surface adjacent to
that where we attached the circuit, using a small amount
of acrylate glue or a 3D printed plastic holder.

Up to 1.8W of green pump light could be supplied to
the diamond at Brewster’s angle using a diode pumped
solid state laser (Cobolt Samba). Light was directed to
the diamond via a focusing lens (Thorlabs LB1676), de-
focused slightly in order to achieve more uniform illumi-
nation across a large part of the diamond. Florescence
collection was achieved using a 10x microscope objective
(Nikon) placed approximately 10mm from the diamond
NV layer and mounted on a micrometer translation stage
(±5mm travel) to achieve focus control, with a second
coarse adjustment stage to control lateral optical align-
ment and a screw post for vertical alignment. Light col-
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lected by the objective was passed through a long wave-
length pass filter (Thorlabs FELH0600) mounted in a
beamtube to remove the 532nm pump laser light, leav-
ing only the emitted diamond fluorescence. A second lens
(Thorlabs) placed 20cm behind the objective focused this
light into the aperture of the camera.

For fluorescence detection we used a lock-in amplifier
camera (Heliotis Helicam C3), running at a rate of up to
3500 frames per second (fps). Although heatsunk to the
optical table and capable of 3800fps, we ran the cam-
era at a reduced framerate due to concerns regarding
overheating during long period acquisitions. The cam-
era produced a trigger signal which was supplied to a
microwave generator (Stanford SG380). This was used
to frequency modulate microwaves (at ±4MHz) which
were then delivered to the PCB antenna and diamond
via a microwave amplifier (Minicircuits ZHL-16W-43+).
When on NV microwave resonance, this modulation pro-
duced the same frequency modulation of the fluorescence
light emitted by the NV centres. This could be detected
and demodulated by the camera, following the same basic
principle as a standard lock-in detection measurement for
each camera pixel, allowing significant rejection of noise,
particularly pump laser DC and low frequency techni-
cal noise. Our field of view projected onto the 300x300
pixel sensor area (292x280 useable) with a 10x objective
was approximately 450x450µm. Magnification could be
increased if required by the simple replacement of the
microscope objective and eyepiece lens.

To maximise sensitivity, we required the maximum
change in measured pixel value pv recorded by the cam-
era. Here we define pv as the amplitude derived from
the in-phase(I) and quadrature (Q) camera-digitised val-
ues for each pixel, with a value ranging from 0-1024 (10
bits). Maximum change in pv could be obtained by mea-
suring at a single microwave frequency f on the point of
greatest slope dpv/df in the ODMR spectrum. To iden-
tify this frequency of maximum sensitivity and to enable
conversion back into real (Tesla) units of magnetic field,
we performed a reference ODMR spectrum. Here we
swept microwave frequency f=2700-3100MHz, simulta-
neously imaging using the camera in lock-in mode while
adjusting a static magnetic field to split the resonances
along the 4 NV crystallographic axes. This field was ap-
plied using a 1-inch square neodymium permanent mag-
net behind the diamond circuit assembly, with the ma-
jority of field out of the circuit plane. We then selected
the resonance with the maximum resonance frequency
shift produced by the static offset field. Magnetic field
imaging was then performed in this resonance, at the mi-
crowave frequency fmax delivering the maximum ODMR
slope (dpv/df) averaged over all image pixels. To pre-
cisely identify the point of maximum sensitivity, we then
performed a high frequency resolution ODMR reference
centred on microwave frequency fmax±0.5-2MHz.

This procedure allowed us to either recover the full
ODMR for all NV resonances (a time consuming process)
or to more simply determine the ODMR slope for each

pixel for a single NV axis just at the microwave frequency
giving the maximum magnetic field response. Knowing
this slope for a given single NV axis allowed recovery
of the magnetic field in Tesla units using the conversion
factor df/dB=28Hz/nT [38].

Measurements were performed at different modulation
frequencies (2.5KHz to 14kHz) and frame rates (650-
3500fps). For each measurement we took 500 continu-
ous frames (the maximum memory capacity of the cam-
era), giving either a single intensity value or a timeseries
for each camera pixel. Data was then transferred to PC
via USB2.0, taking up to 8sec per 500 frame acquisition.
Each timeseries could then be examined individually, to
show the presence of the desired pulsed signal, or fast
Fourier transformed to recover the frequency and mag-
nitude of the AC signal. Either AC magnitude, pulse
magnitude or fluorescence intensity could then be plot-
ted to generate an image of the total magnetic field seen
by the NV centres across the field of view. Although
our technique also allowed recovery of signal phase by
extracting pixel I and Q values separately, for the results
in this work we avoid this by using a voltage trigger (NI-
DAQ 6221) that set a constant (zero) phase at the start of
each 500 frame acquisition. Reference images were taken
off microwave resonance and with the circuit grounded
through a switchbox in order to subtract camera pixel
offset values.

Signals were generated in the cross circuit using a cur-
rent source (Keithley 6221), supplying leads soldered to
4 pads patterned on the circuit substrate. The current
source was used to generate AC square wave signals as
well as pulsed and synthetic biosignals using an inbuilt
arbitrary waveform generation (AWG) capability. Cur-
rents ranging from 1mA up to 100mA were applied to
the circuit. By examining the ODMR traces, no visible
drift in resonance frequency associated with temperature
increase due to resistive heating was observed.

To provide the hippocampus biosignal to be replicated
in our circuit, brain slices were obtained from adult (4-
8 weeks) C57BL/6 mice (Janvier, France). Briefly, fol-
lowing Isoflurane anesthesia mice were decapitated and
their brains dissected submerged in ice-cold, carbogen
(95% O2/5% CO2) saturated sucrose substituted artifi-
cial cerebrospinal fluid (sACSF) containing (in mM): Su-
crose (200), NaHCO3 (25), glucose (11), KCl (3), CaCl2
(0.1), MgCl2 (4), KH2PO4 (1.1), Sodium pyruvate (2),
myoinositol (3) and ascorbic acid (0.5). 300µm thick
sagittal brain slices were cut in ice-cold sACSF using
a VT1200s Vibratome (Leica, Germany). Slices were
allowed to recover for at least 90 minutes in an inter-
face type holding chamber, continuously bubbled with
carbogen, kept at 28◦C and filled with regular ACSF
containing (in mM): NaCl (111), NaHCO3 (25), glucose
(11), KCl (3), CaCl2 (2.5), MgCl2 (1.3) and KH2PO4

(1.1). Individual slices containing the hippocampus was
transferred to a custom made submerged type recording
chamber continuously perfused with carbogen-saturated
ACSF. Field excitatory post synaptic potentials (fEP-
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SPs) were evoked by stimulating the Schaffer Collaterals
at 0.05Hz using 0.05ms current pulses delivered through
a twisted Pt/Ir wire electrode, connected to an A365
stimulus isolator (WPI, USA) and placed in the Stratum
Radiatum at the border between the CA3-CA1 regions.
fEPSPs were recorded by an ACSF filled glass electrode
(4-6 MOhm), connected to a CV-7B headstage (Molecu-
lar Devices, USA) and placed in the Stratum Radiatum
region of CA1. fEPSP signals were amplified using a
700B amplifier (Molecular Devices, USA) and digitized
for recording (NI-DAQ 6221).

III. RESULTS

A. Intensity and ODMR

We first aligned and focused the camera and collection
optics to give a clear, centred image of the circuit. This
was achieved by a simple recording of the NV fluores-
cence intensity at 50fps while adjusting alignment. Fig-
ure 2a,a) shows the circuit imaged through the diamond
in intensity mode, with the conductive Ti/Au tracks of
the circuit brighter due to reflecting more of the fluores-
cence generated in the adjacent NV layer. By performing
ODMR spectroscopy in intensity mode, we estimated the
all-pixel average contrast on microwave resonance to be
1.2-1.6%.As detailed in Methods, we then used the lock-
in capability of the camera, with frequency modulation
of the microwaves supplied to the diamond, to perform
ODMR spectroscopy. Selecting a single microwave res-
onance with the strongest response (greatest frequency
shift) to the majority out of plane static offset magnetic
field, we then performed a detailed step scan (50kHz,
500frames/point) across the frequencies with the maxi-
mum ODMR spectrum slope dpv/df for each pixel. The
response averaging all pixels for this spectrum can be
seen in Figure 2,b). For each pixel, a slightly different
ODMR spectrum was recorded due to local broadening
effects including strain or variations in offset field, re-
sulting in the less than smooth slope in the figure. Ex-
amples of measured single pixel ODMR spectra can be
seen in Supplementary Information. The degree of res-
onance frequency variation was <0.2MHz across the im-
age. This allowed us to extract dpv/df for each pixel
using an ODMR scan of 1-2MHz across the resonance,
and to remain sensitive (close the maximum slope) for
the majority of pixels using only a single fixed microwave
frequency (f=2758.7MHz).

We selected a single resonance in this manner due to
the significant amount of time required to capture the full
ODMR spectrum covering all NV microwave resonances
via the relatively slow data transfer rate of the camera.
Were faster transfer speeds available, it would be possible
to perform vector sensing in the manner similar to that
outlined in the work by Schloss et al. [39] by recording
from each microwave resonance in turn. However, using
a single NV axis gave a simple and useful measure of

FIG. 2. a) Image of the intensity of fluorescence from the di-
amond in a region zoomed in around the cross circuit centre.
Throughout this work, 1 pixel ≈ t1.5x1.5µm. The edge of the
diamond can be seen as the black area in the upper left of the
image. The feature across the upper right is a surface con-
tamination artifact (residual glue on the circuit substrate). b)
ODMR spectroscopy as pixel value average across the whole
image pv versus microwave drive frequency centred on a single
microwave resonance (single NV axis). This reference trace
could be used to convert into real (Tesla) units of magnetic
field.

the magnitude of the magnetic field at that point in the
image and hence the magnitude of current flow in the
adjacent circuit. We note that the ODMR spectrum is
only required for magnetic field unit conversion. For the
majority of relevant applications often only the relative
signal (shape, current path, on/off) is necessary. This can
be achieved more simply by taking a fast ODMR trace to
find the point of maximum sensitivity at maximum slope
dpv/df and recording the relative response in terms of
unitless change in pv.
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FIG. 3. a) Imaged magnetic field resulting from a 130Hz, 4mA alternating current in the vertical (y-axis) cross direction
marked with a green arrow, and b) from 130Hz, 20mA current in the horizontal (x-axis) direction. We plot the response only
from pixels with a signal SNR>3, in order to clearly distinguish the signal from background noise in the images. A strong
response was imaged from the NVs directly adjacent to the current-carrying wire tracks, that could be qualitatively replicated
by first-principles modeling of the expected field strength (c and d). The location of the cross is shown as a dashed line. The
higher noise to the right hand side of the cross in b) as compared to the left is an artifact from higher noise from a block of
camera pixels in this region.

B. Alternating Current Imaging

In Figure 3,a) and b) we show example images of the
magnetic field, arising from a constant 130Hz alternat-
ing current passed through the cross circuit either in the
vertical (y) or horizontal (x) direction. This current repli-
cates lower frequency current typical of transmission in
power lines i.e. 50/60Hz and odd inductive harmonics
e.g. 150/180Hz. We use a microwave modulation rate of
2.5kHz, close to the slowest possible camera modulation
rate, and framerate of 650fps, delivering the best aver-
age per-pixel SNR for the target signal. As expected, we
observed the strongest response from the NV centres di-
rectly adjacent to the circuit, dropping rapidly away from
the wire position. This response was only observed in the
directions through the cross where current flowed, indi-
cated in the figures by green arrows. We observed clearly

the change in magnetic field resulting from track width
reduction in the cross centre, in both current directions.
As we imaged a projection of field along a single (out of
circuit plane) NV axis, field response was much greater
in the vertical (y) current direction, which allowed higher
SNR signal recovery at lower current than with current
in the horizontal (x) direction.

In order to validate our images, we calculated the rela-
tive strength of the field covering the entire camera field
of view (300x300px, approximately 450x450µm). Mod-
eling as an infinitely long wire of elements dl carrying
current I (full details in Supplementary Information) we
calculated the field strength projected along an NV axis
best aligned with the predominantly out of plane (z di-
rection) DC offset field. Figure 3c),d) shows these plots
of the calculated relative magnetic field, normalised to
the maximum in the modeled field of view, assuming a
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FIG. 4. Spectrum of the current signal extracted from the
FFT of a 500 frame length timeseries, averaging spectra taken
from all useable pixels (292x280). Both the 130Hz primary
and 260Hz second harmonic are visible. The signal was ob-
served to reduce in strength with lower current, as expected
for magnetic field from a current carrying wire.

circuit-NV separation of 10µm. The modelled images
strongly replicate the experimental images, particularly
the central narrowing and strip of relatively low magnetic
field near the wire track with current in the horizontal
(x) direction, where the magnetic field vector at the NV
layer points away from the sensitive NV axis.

To further test magnetic field recording, we imaged
the cross at a range of different applied current values
between 1-20mA. In Figure 4 the amplitude spectrum
of the signal can be seen, extracted from a 500 frame
timeseries for each pixel then averaged across the image.
Examples of the spectra for individual pixels across the
image are given in Supplementary Information. The pri-
mary (130Hz) and second (260Hz) harmonic of the cur-
rent signal are both observed and the change in signal
amplitude at 130Hz as a function of current can be seen
in Figure 5. The AC signal was observed to scale linearly
with current, as would be expected from a measurement
of magnetic field from a current carrying wire. By in-
creasing the camera modulation rate and framerate, we
were able to acquire similar data for AC current signals
of frequency up to 490Hz (6kHz microwave modulation,
1000fps) and up to 1.51kHz (14kHz microwave modula-
tion, 3500fps). This can be seen in the Supplementary
Information.

FIG. 5. Maximum strength of the 130Hz signal from the
averaged spectra in Figure 4 as a function of current. As
expected, the measured magnetic field linearly with current
(dashed fit).

C. Pulsed Current

In order to demonstrate detection of a digital signal as
typical for an integrated circuit, we applied a series of
20mA current pulses of 1ms/1ms forward/reverse polar-
ity current as detailed in Figure 6,a), separated by 20ms
intervals. In order to record such short period signals,
we increased the camera frame rate to 3500fps and mi-
crowave modulation rate to 14kHz, while still capturing
500 image frames, giving a 142ms timeseries for each pixel
covering a set of 6 applied pulses. We acquired 2500x500
frame image sets, extracting an average 500 frame time-
series for each pixel.

The relative strength of the forward current 1ms pulses
are shown in the image in Figure 6, b). As a consequence
of the higher sensing bandwidth (higher frame rate) we
captured more noise, giving a lower image SNR. We also
noted a reduction in signal strength, which we attribute
to loss of modulation synchronicity between the camera
and our microwave generator, arising from trigger incom-
patibility at modulation rates above approximately 3kHz.
Although this technical issue compromised imaged signal
strength, we clearly observed the applied pulsed signal in
our magnetic field image, directly adjacent to the current
carrying track, indicated by a green arrow in Figure 6,b).

The recorded magnetic field from the applied pulses is
shown in the timeseries in Figure 7, from a) averaging all
pixels with a signal SNR>3 and b) for a single example
pixel in the image on the circuit track. The 1ms/1ms
pulses can be clearly detected, with magnetic field am-
plitude up to 50µT. Notably, detection is possible with
SNR>3 using data from just a single pixel receiving fluo-
rescence from NVs directly adjacent to the circuit track.
Although the signal was strongest along the current path,
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FIG. 6. a) Schematic of the 1ms/1ms forward/reverse polarity
pulsed current signal. The signal is repeated every 20ms. b)
Image map of the strength of the 1ms forward component of
the pulsed signal extracted from the pixel timeseries over 500
frames (at 3500fps), averaging the 6 pulses captured within
the acquisition. For clarity, only pixel values with a signal
SNR>3 are shown, with the remainder set to zero. The di-
rection of the current through the cross circuit is indicated by
a green arrow.

we could still observe the pulses within the images away
from this region. This is demonstrated in Figure 7,c)
plotting the recorded timeseries for 20000 pixels in a re-
gion centered on the current track. Although having a
lower SNR, the pulsed signal was still observable when
imaging NV centre fluorescence up to at a distance of at
least 53µm away from the current path.

D. Detection of a Synthetic Biosignal

Finally, we demonstrate the acquisition of a signal with
the same form as a neuronal signal, as may be found in
the brain or nervous system of a living person or an-
imal. We replicated the shape of a typical signal ac-
quired from a prior electrical recordings of fEPSPs in the
hippocampus of a mouse obtained from living dissected
tissue slices. We applied the signal using the arbitrary
waveform generator mode of our current source, with a
maximum forward current amplitude of 20mA. We note
that this current is significantly more than the current

FIG. 7. Timeseries of the acquired signal for the acquisition
period (142ms at 3500fps), taking the average over 1000 re-
peated 500 frame acquisitions. In a) the average of all pixels
with a SNR>3 is shown, with the signal clearly resolved. In b)
an example timeseries is given for a single pixel in a region of
the image close to the current path, where despite the higher
noise level the signal could still be observed. c) A sequence of
timeseries for pixels 20000-40000 covering a region centred on
the cross current path. The strongest signal is observed for
recording from pixels receiving fluorescence from NVs adja-
cent to the current carrying track, however the pulsed signal
is still observable (with a decreasing SNR) away from it.

generated by a voltage signal in a neuron (low-nA to
pA[40]). However, in this work we purely seek to demon-
strate a proof of principle demonstration of lock-in cam-
era acquisition recovery of a signal the same shape and
length, for which our choice of amplitude gives a clear
visible signal within the sensitivity limitations imposed
by our diamond.

The strength of the detected signal is demonstrated
in Figure 8,a) and b), mirroring the equivalent Figure 6
and 7 for the pulsed current, with the strongest signal
again imaged closest to the current carrying track. We
extracted the synthetic hippocampus signal from averag-
ing the timeseries from 2500x500 frame acquisitions for
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FIG. 8. The equivalent of plots in Figure 6 and Figure 7
for the synthetic biosignal. As for the 1ms pulses, the signal
can be observed clearly for pixels recording fluorescence from
NVs directly adjacent to the current carrying track, but can
also be observed at a lower SNR away from this region. The
blue dashed line represents the track of pixels for the data
presented in Figure 9.

each pixel. A plot of this signal as compared to the ap-
plied current signal can be seen in Figure 9,a) for 5 pixel
steps across the current track (blue dashed line in Figure
8,b). In pixels recording fluorescence from NVs adjacent
to the current track we observed a strong signal, highly
representative of the applied synthetic signal at a peak
magnetic field strength of 15-20µT, with the signal de-
caying in strength in the image away from this path. In
Figure 8,b) we plot the average signal acquired for all
pixels with a signal SNR>3. This signal also replicated
the applied current signal, as shown in the red dashed
trace.

A key feature we note in all our data is the constant
reduction in noise with continual averaging (scaling as√
N , with N the number of 500 frame acquisitions). This

is demonstrated in Figure 10,a), where we calculate the
all-pixel average standard deviation of the magnetic field

FIG. 9. a) Magnetic field signal measured from individual pix-
els taking 5 pixel steps along the blue dashed line indicated in
Figure 8. For each step we add an offset from the previous by
-20µT for clarity, with the (scaled) applied synthetic biosignal
shown in red at the top. As expected is most clearly observed
in the image region closest to the current path, dropping in
strength to either side. b) The signal recorded from averag-
ing the response of all pixels with a signal SNR>3, overlaid
onto the (scaled) generated signal (red, dashed). The signal
recovered via the magnetic field imaging matches well with
the applied signal, with no distortion or artifacts.

in the timeseries, taken with zero applied signal in a 5ms
period between the current pulses. After 2500 acqui-
sitions, we reach a noise level of approximately 200nT
(6.8nT/

√
Hz on a 1.75kHz acquisition bandwidth at

3500fps), averaging over all 292x280useable pixels in the
image. A histogram of the noise on the individual pixels
after 1000 acquisitions is given in Figure 10,b), peaking

at approximately 2.5-3µT (84-100nT/
√
Hz). The noise

follows a Poisson distribution, as would be expected due
to fluorescence shot noise with a non-uniform laser illu-
mination of the diamond. In previous experiments using
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FIG. 10. a) Scaling of the standard deviation of the magnetic
field signal between the current pulses as a function of number
of 500 frame acquisitions N=0-2500, as a measure of readout
noise. The noise continually reduces with a

√
N trend, with-

out reaching a plateau. b) Histogram of the individual pixel
noise after 1000 acquisitions, with the majority of pixels in
the low-µT noise range.

a conventional camera where DC noise is included in the
images, we found the noise level to plateau well before the
number of frames acquired by the lock-in camera[28]. We
attribute this inclusion of a high level of laser technical
noise, in particular fluctuations in laser power. The lock-
in camera thus offers the possibility to reach far lower
noise levels through continual averaging, with available
time the only limitation. The scaling we observe in Fig-
ure 10 is the same as for our experiments using a DC-
noise rejecting balanced photodetector[41].

We note that it was necessary to apply a far larger syn-
thetic biosignal current than would be realistically pro-
duced, allowing us to demonstrate in principle the signal
acquisition and imaging, but without the necessary noise
level to resolve the real signal. As yet, state of the art per-
formance in NV sensing can only resolve real biosignals

on the pT-nT level through integrating total fluorescence
emission from a mm-scale diamond. Previous theoretical
calculations such as the works by Karadas et al. [42, 43]
and Wojciechowski et al. [35] have explored the expected
current and magnetic field strength and camera require-
ments to image a real biosignal, which have yet to be
reached experimentally, as well as the absolute necessity
of spatial resolution to avoid cancellation from regions of
opposing field polarity.

The diamond we used in this work has characteris-
tics well below these requirements, with low fluorescence
emission and relatively low ODMR contrast (1.2-1.6%).
This is significantly worse than state of the art diamonds
in the literature, where total emissions in the mW range
at comparable (1-2W) pump laser power is possible and
where contrast of up to 30% can be reached in preferen-
tially aligned samples[44–46]. To generate sufficient con-
trast, it was also necessary to supply a relatively high mi-
crowave power (-5dBm input with 45dB amplifier gain),
eliminating the 15N hyperfine resonances in the ODMR
spectrum through power broadening[47], further reduc-
ing the maximum achievable dpv/df slope and hence sen-
sitivity.

We highlight that although we do not have the dia-
mond to reach the necessary levels of sensitivity for real
biosensing in this work, no aspect of the measurement
method of the synthetic replica signal utilising the lock-
in camera is incompatible with future material improve-
ment. In particular, the level of fluorescence from the
diamond collected by the camera (a maximum of 152µW
full sensor or 1.7nW/pixel) and the level of the demodu-
lated signal are three orders of magnitude below the lock-
in camera limits of up to 2.5-3µW/pixel or 250-270mW
across the sensor area [35, 48].

IV. CONCLUSION

In this work we demonstrate proof of principle passive
and remote imaging of propagating electrical current in
a circuit, using a novel type of lock-in amplifier camera.
We image the current-induced magnetic field detected
via variations in fluorescence emission from nitrogen va-
cancy (NV) centres in diamond. Using a simple continu-
ous wave method without aliasing or undersampling, we
demonstrate imaging of low frequency alternating cur-
rent (as typical in electrical power distribution systems),
rapid pulsed current (as typical in integrated circuits)
and a representation of a biosignal (as generated in a
neural network in the living brain). We show that each
of these types of signal can be observed and mapped,
both spatially and as a function of time, at a high frame
rate (up to 3500fps) significantly faster than previously
achieved in the literature.

We consider the reduction in noise with continual av-
eraging to be a significant lock-in camera advantage over
conventional cameras, where DC and correlated noise
from in particular pump laser power fluctuations can
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cause the noise to plateau after a relatively low num-
ber of averaged frames. We consider this feature to be
particularly useful in either mapping repeated, consistent
fast signals such as transport or magnetism in 2D mate-
rials [31] or biological neural networks or for slowly vary-
ing long period measurements e.g. temperature measure-
ment in living cells via nanodiamond experiments [49].

The method we demonstrate can be readily adapted to
a typical inverted microscope setup used for NV sensing
and imaging, including for biological samples[41, 50]. Al-
though our diamond does not allow us to reach the neces-
sary level of sensitivity to directly observe and image sig-
nals in a real biosample, with improvements in material
growth and optimisation and the potential for implemen-
tation of pulsed laser and microwave protocols (recently
demonstrated during the production of this work by Hart
et al. [51]), the methods we demonstrate here represent
a clear means by which such signals could be resolved in
future.

During the preparation of our manuscript, we became
aware of contemporary work by Parashar et al. [52], in-
dependently following a similar procedure as we outline
in this work, resolving AC signals from a bulk magnetic
field applied across the diamond using a field coil rather
than a microcircuit. Both their work and ours highlight
the key advantages of the simplicity of the lock-in cam-
era based technique and the limitations, particularly in
terms of the possibility of significantly higher sensitivity
through improved diamond growth and irradiation.
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Chapter 9

Sensing of Action Potentials from
Corpus Callosum in Mice

9.1 Introduction

The corpus callosum is the largest nerve tract in the brain, forming the principal
connection between the left and right cerebral hemispheres and it consists of more
than 200 million myelinated and unmyelinated nerve fibers. Myelinated axons are
larger and faster conducting than unmyelinated axons, which are more compact and
slower conducting [93].

A recent study on the agenesis of the corpus callosum in humans, a rare congeni-
tal disorder characterized by the absence of the corpus callosum, has suggested that
this particular nerve plays a crucial role in problem solving and verbal processing
speed [94]. Furthermore, a number of studies have demonstrated that structural
abnormalities of the corpus callosum in multiple sclerosis (MS) are associated with
attention deficits, limited information processing, memory decline, and impaired ex-
ecutive functions [95, 96].

From a clinical and diagnostic perspective, the corpus callosum harbors excellent
properties such as well-defined fiber orientation and borders, which limit the mixing
of different tissue types. Such properties are essential for the evaluation of injuries in
normal appearing white matter, abnormal areas of white matter which cannot be de-
tected with conventional MRI techniques [97, 98]. Due to these factors, being able to
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image the electrical activity of the corpus callosum in a quantitative and non-invasive
way could be crucial for early diagnosis of MS. NV centers in diamonds may prove to
be an essential tool for quantitatively imaging these anomalies in the corpus callosum
due to their great biocompatibility and high spatial and temporal resolution.

In the next section, preliminary results regarding sensing of action potentials from
corpus callosum in mice will be presented.

a)

b)

1

2

b)

c)

Figure 9.1: a) White light microscopy image of brain slice during a recording. The
red dashed line indicates a ∼ 0.1x0.3mm2 region of the diamond (underneath the
slice) where the pump laser couples to the diamond, generating the most fluores-
cence. Green dashed lines indicate the well-define borders of the corpus callosum.
b) Stimulation artifacts generated by a 50µs current pulse in the magnetic (blue line)
and electric (dashed red line). c) Averaged magnetic and electric signals after data
post-processing. The two features labeled as 1 and 2 represent the compound action
potential generated by the myelinated and unmyelinated axons.
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9.2 Preliminary Investigation

Coronal slices of 400µm of thickness were obtained from wild-type mice (C57BL-6)
using a vibratome. After dissection, the slices were kept for one hour in a resting
chamber filled with ACSF at 28°C. By adopting the same sensing methodology de-
scribed in Chapter 3, brain slices were positioned in the custom-made sample cham-
ber containing ACSF solution by carefully aligning the corpus callosum on the most
sensitive region of the diamond (Supp. Info, Chapter 7).

A white-light microscope image taken from the top of the sample chamber is shown
in Fig. 9.1a: a platinum-iridium twisted wire electrode was employed to trigger the
compound action potential in the corpus callosum while a AgCl probe electrode mea-
sured the electric response. Action potentials were triggered by a current pulse train
with amplitudes in the range of 0.4-0.5 mA at a frequency of 2 Hz with pulse length
of 50 µs. The sample could be kept alive in the solution bath for many hours (>12
hrs) by keeping the ACSF solution constantly oxygenated and at a temperature in the
range of 15°-17° C.

Magnetic and electric signals were recorded simultaneously with an acquisition rate
of 125 kHz, the time constant of the lock-in was set to 10 µs allowing a bandwidth of
∼10 kHz with a 6 dB/Octave filter roll-off. These particular settings were necessary
for reaching the largest bandwidth allowed with our current lock-in amplifier, a cru-
cial step for correctly identifying and removing the large stimulation artifact in the
magnetic data.

While the magnetic response from the compound action potentials was expected to
be in the order of a few hundred picotesla, the stimulation artifact was detected in the
magnetic time-traces as a fast-pulse in the nanotesla range (Fig. 9.1b). To avoid the
distorting artifact caused by low-pass filtering such a large and fast spike, the stimula-
tion artifact was removed in the magnetic time-traces by common spline interpolation
before noise filtering.

Due to the relatively fast stimulation rate, it was possible to acquire 104 epochs in∼90
minutes of recordings, allowing a final RMS noise in the magnetic data of ∼10pT
after filtering and averaging. By using the same method illustrated in Chapter 3
for determining the bandwidth of the underlying biological signal, the low-pass filter
cutoff frequency was set to 3 kHz.

The resulting averaged magnetic signal appeared in good agreement with the electric
reference Fig. 9.1c. The two features (labeled as 1 and 2), present in both signals can
be interpreted as the compound action potential response from myelinated and un-
myelinated axons respectively [99]. In this example, the conduction velocities could
be estimated from the electrical readout to be ∼0.13m/s for peak 1 and ∼0.38m/s
for peak 2, assuming a stimulation-probe electrode distance of 300µm. While one
would expect that the electric response would be delayed compared to the magnetic
response in the present configuration, we attribute the time overlap of the signals to
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the delay on the magnetic signal imposed by the filtering process and by the imperfect
alignment on the sensing area.

One of the most important factors worth noticing when comparing electric and mag-
netic detection is that the NV sensor requires fields in the µT range to saturate, and
in our experience these fields cannot be produced by the current pulses required to
trigger biological responses (<1mA) without damaging the sample. This is not true
for commercially available voltage amplifiers even at low gain settings (10x, 100x).
When amplifiers saturate after a stimulation spike, they can take several milliseconds
to recover, which delays the time it takes to reproduce signals accurately [100]. This
issue can be resolved only by lowering the gain on the voltage amplifier, at the expense
of possibly noisier readouts.

The mechanical stress imposed by the electrode stimulation as implemented in this
experiment does not allow for excitation of AP in multiple spots of the corpus cal-
losum. The tissue surrounding the stimulation electrode tends to relax after a few
minutes of recording, making it very difficult to extract and re-position the electrode
without causing serious damage. An interesting possibility that could be explored
would be combining optogenetics techniques on corpus callosum with magnetic imag-
ing for mapping of neural activity. Similar measurements have been conducted with
functional MRI (fMRI) and with calcium imaging [101] techniques, with limited spa-
tial and temporal resolution.

Although improvements in sensitivity are needed for spatially resolving such signals
in the hundreds of pT range, it is possible to envision how NV centers imaging, in
conjunction with optogenetics, could one day be applied to the mapping of electrical
activity within brain slices.
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Chapter 10

Summary and Outlook

In this thesis, continuous-wave wide-field sensing of biomagnetic signals with NV
centers in diamonds was discussed. The first chapter introduced the field of magne-
tometry and it was followed by a brief description of the the properties of the NV
centers in the second chapter. An illustration of the experimental framework was
presented in the third chapter. Finally, the experimental results and current research
pursuits were described.

In Chapter 4 we have presented a miniaturized fiber-coupled NV magnetometer that
employed off-the-shelf components and a specially cut diamond to achieve a sensi-
tivity of 7 nT/

√
Hz. The main limitations for the size of the sensor were given by the

size of the internal optics, which could be further miniaturized. The diamond used in
this work was a commercially available crystal (Element Six) with low NV concentra-
tion (0.2 ppb). By employing a 12C purified diamond with increased defect density
via optimized doping, irradiation and annealing it would have been possible to boost
the NV absorption and therefore sensitivity. Balanced detection was achieved with
optical (manual) balancing of the fluorescence and reference powers, this could have
been improved with a custom-made electronically balanced photodetector. Due to
leakage of stray green pump light in the photodetector, further improvements in shot-
noise limited sensitivity could have been achieved by improving the optical filtering.
Overall, the sensitivity demonstrated by our sensor could allow a wide range of ap-
plications, especially due to its portability and to the biocompatibility of the diamond
that allows high proximity to the investigated sample. Other successful attempts to
miniaturize fiber-coupled NV magnetometers have seen the creation of portable sen-
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sors with sub-nanotesla sensitivity and full integration of components [102] or with
a cavity-enhanced absorption-based scheme [103].

With the methodology described in Chapters 3 and 5, the first demonstrations of
magnetic sensing with NV centers of action potentials in mammal tissue was pre-
sented. Action potentials in Extensor Digitorum Longus (EDL) muscle in mice were
triggered via blue LED light (Chapter 6) and focused laser light (Chapter 7) stimula-
tion using optogenetics techniques. In Chapter 9, it was proved that this methodology
is not limited to optogenetically modified mice muscles but it can be extended to other
biological samples such as mouse brain slices.

The induced magnetic field was detected in a passive and non-invasive fashion while
the samples were kept alive for many hours (>10hrs). This was accomplished despite
the need for high-power laser pump required to achieve a sensitivity of 50 pT/

√
Hz.

Although the experiments were conducted in an unshielded environment with the
presence of strong correlated magnetic noise, the underlying magnetic signal was re-
covered using simple digital processing techniques.

With a peak SNR of ∼15, the resulting magnetic signals were similar to those mea-
sured by standard electrical probes without the disadvantages of capacitive distortion
and mechanical stress caused by probe contact.

A single-shot readout noise of 300 pT (RMS) with a 1 kHz bandwidth after noise
filtering was observed, and with the measured action potential induced fields in the
subnanotesla range, it was still difficult to observe such signals in real time. Improving
sensitivity to reach a single shot readout with sub-picotesla noise (RMS) would allow
more comprehensive measurements by reducing the recording time and allowing eas-
ier filtering of background magnetic noise.

Finally, in Chapter 8 the imaging of magnetic fields induced by currents propagating
in a micrometer scale circuit was demonstrated using NV centers in diamond. By
employing a cw-ODMR scheme and a camera with integrated lock-in amplifier, it
was shown that different types of low-frequency signals could be spatially resolved
as a function of time with a high acquisition rate (up to 3500 fps). While our dia-
mond sensor was not sensitive enough to directly observe and image signals in a real
biosample, with improved diamond material and optimized pulsed protocols [104]
the methods presented here represent a clear way to resolve such signals in the future.

Although the majority of the work in the field has focused on using pulse sequences
to achieve higher sensitivities [32], those methods can result challenging for wide-
field, low frequency sensing due to slow polarization and readout times of large NV
ensambles. Few novel sensing techniques are being explored which could be suitable
for sensing at low frequencies such as using magnetic flux concentrators [81], optical
cavities and infrared or green light absorption [103, 105]. A possible way to increase
contrast for NV ensambles would be using CVD diamonds with preferentially aligned
NV- along a single crystallographic axis. Several researches have demonstrated pref-
erential alignment in the order of 94-99% [51, 106, 107]. Despite being a promising
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route, a number of aspects need to be further investigated, such as how irradiation and
annealing cannot increase N-to-NV- conversion efficiency without compromising the
preferential alignment [107].
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