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Abstract
Quantum magnetism in condensed matter is an intriguing field of research, with
promising applications for future technology. However, the progress towards a dis-
ruption of data center computing with spintronics or a large-scale employment of high-
temperature superconductors in modern energy infrastructure has been slow at best.
One of several reasons for the slow progress is the profound theoretical difficulty asso-
ciated with the treatment of magnetic quantum effects in real materials, both from a
modelling perspective and within a first principles approach. Beyond the contemporary
theoretical barriers, there is a vast realm of uncharted territory, where one may drive
forward the technological applications of tomorrow, but also discover new physics.

In this thesis, the theoretical background of linear response time-dependent density
functional theory is presented in order to illustrate how the fundamental magnetic exci-
tations of real materials can be computationally characterized in terms of the transverse
magnetic susceptibility. A concrete computer implementation of the first principles
methodology is developed, relying on the projector augmented-wave method to com-
pute plane wave susceptibilities. Using an appropriate gap error correction scheme,
the implementation is proven to be both accurate and effective, yielding converged
magnon dispersion relations even for the challenging class of itinerant ferromagnets.

Studies of the transverse magnetic excitations in itinerant ferromagnets Fe, Ni, Co
and MnBi are presented along with a study of the antiferromagnets Cr and Cr2O3.
Using the adiabatic local density approximation for the exchange-correlation kernel, a
parabolic magnon dispersion is obtained for the investigated ferromagnets and a linear
dispersion is obtained for the antiferromagnets. For Fe, Co and MnBi, the studies
reveal a satisfactory match to experiment, although for MnBi only when applying
a Hubbard correction to the local density approximation. For Ni and Cr2O3, the
magnon stiffness/velocity is overestimated by roughly a factor of two, whereas sufficient
experimental data is lacking in order to benchmark Cr. The thesis also presents a
discussion of the itinerant electron effects in the magnon spectra of Fe, Ni, Co and Cr,
including the observation of a new optical collective mode in Cr, which seems to be
unaffected by Landau damping. Also the magnetic frustration in MnBi is discussed
in detail and it is proposed that a magnetic phase transition to helical order can be
realized in Cr alloys, potentially in combination with externally applied strain.

Furthermore, the thesis presents a newly developed class of nonlocal exchange-correlation
functionals designed to improve short-range correlations based on the correlation hole
of the homogeneous electron gas. The functionals use an effective density in the func-
tional form for the local density approximation, which is shown to consistently improve
the functional performance, also in the atomic limit. Finally, the thesis covers a recent
computational development towards streamlining material simulation recipes.





Resumé
Kvantemagnetiske materialer er et fascinerende forskningsområde med lovende teknol-
ogiske anvendelsesmuligheder. Desværre har udviklingen frem mod fx en anvendelse af
spintroniske komponenter i moderne computerteknologi eller en udrulning af højtem-
peratursuperledere i vores energiinfrastruktur været særdeles træg. En af årsagerne
er, at de kvantemagnetiske materialer er svære at håndtere teoretisk, med modeller
såvel som startende fra de kvantemekaniske grundprincipper. Hvis de nuværende teo-
retiske forhindringer overkommes, vil der være rig mulighed for at bidrage til fremtidig
teknologi, mens der også vil være mulighed for, at nye fysiske fænomener træder frem.

For at illustrere hvorledes et materiales anslåede tilstande kan karakteriseres ved
hjælp af computersimuleringer, gennemgår denne afhandling den underliggende teori
for beregninger af det lineære systemrespons vha. tidsafhængig tæthedsfunktionalteori.
Derudover præsenteres en ny computerimplementering af teorien til beregning af det
tværgående magnetiske respons, hvorigennem man kan studere et materiales magnoner.
Responsfunktionen er repræsenteret i en planbølgebasis og er udregnet ved hjælp af
PAW-metoden til lokalt at forstærke bølgerne gennem lineær afbildning. Gennem en
række grundige test viser metoden sig velegnet til præcist at udregne magnondisper-
sionen i den ellers svært tilgængelige materialeklasse af ferromagnetiske metaller.

I afhandlingen bruges den nyudviklede metode til at studere magnonspektrene i de
ferromagnetiske metaller Fe, Ni, Co og MnBi, samt i antiferromagneterne Cr of Cr2O3.
Ved anvendelse af den adiabatiske lokale tæthedsapproksimation beregnes magnondis-
persionen til at være kvadratisk for ferromagneter og lineær for antiferromagneter, i
overensstemmelse med eksperimenter. For Fe, Co og MnBi opnår vi i det hele taget
en god eksperimentel overensstemmelse, omend vi er nødt til at tilføje en Hubbard-
korrektion for MnBi’s vedkommende. Det samme kan desværre ikke siges for Ni og
Cr2O3, hvor krumningen/hældning på magnondispersionen er estimeret til omkring
det dobbelte af de eksperimentelt observerede værdier. I afhandlingen diskuteres også
indflydelsen fra de metalliske elektroner på magnonspektrene i Fe, Ni, Co og Cr, hvilket
bl.a. leder til observationen af en ny slags kollektiv resonans i Cr, der lader til at være
upåvirket af Landau spredning. Ydermere diskuteres også den magnetiske frustration
i MnBi og det foreslås at en magnetisk faseovergang til en helisk magnetisk orden kan
være mulig i Cr-legeringer af materialet.

Afslutningsvis præsenteres også en ny række ikke-lokale tilnærmelser til korrelation-
senergifunktionalet i tæthedsfunktionalteori. Tilnærmelserne er designet til at forbedre
de kortrækkende korrelationer i den homogene elektrongas. Funktionalerne viser sig
dog også at forbedre overensstemmelsen med eksperimenter i den atomare grænse
sammenlignet med en lokal tilnærmelse. Afslutningsvis præsenteres også et nyt kode-
bibliotek udviklet til at strømline atomart baserede materialesimuleringer.
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Introduction
To fully understand and exploit the unique properties of magnetic materials, it is neces-
sary to go beyond the magnetic ground state and investigate also the magnetic excita-
tions. Not only do the excited states govern intrinsic material properties related to the
fundamental fluctuations of the underlying quantum system, they also govern how a
material can react to changes in its external environment. As a result, one may charac-
terize both the fluctuations and the material response towards external perturbations
in terms a single quantity, the dynamic susceptibility. In particular, the transverse
magnetic susceptibility determines the change in the transverse magnetization induced
by a dynamic transverse magnetic field, to linear order. As a linear response function,
it is comprised of poles at the available eigenstate transitions at thermal equilibrium,
transitions which in the case of the transverse magnetic susceptibility imply that the
spin angular momentum has been either raised or lowered by a single unit.

The spin-raising and spin-lowering excitations in a magnetic material are typically
divided into two categories. The Stoner pair excitations are the electron hole pairs
which include a flip of the electronic spin. In a single-particle band picture, such an
excitation is generated by promoting an electron from an occupied single-particle state
to an unoccupied state with some added energy h̄ω, some additional crystal momen-
tum h̄q and of the opposite spin. Due to the continuous electronic bands, the Stoner
pair excitations form a continuum, the Stoner continuum, and in the fully interacting
many-body system, the continuum is renormalized according to the attractive inter-
action of the Stoner pairs. The second type of excitation, residing below the Stoner
continuum, corresponds to the collective resonance of the entire Stoner spectrum and is
referred to as a magnon excitation. Like the Stoner pair excitations, also the magnon
excitations are characterized by the change in energy, crystal momentum and spin
angular momentum which they imply. Thus, one may think of magnons as effective
quasi-particles with exactly these properties, and a magnon excitation as the process
in which such a quasi-particle is added to the material at thermal equilibrium.

In a typical magnetic ground state, bands of similar orbital character, but opposite
spin, are split due to exchange. Therefore, the Stoner continuum is gaped at the Γ
point according to the exchange splitting ∆x. However, in the nonrelativistic limit
there is no energy associated with a rigid rotation of all electronic spins, why there
must exist a gapless acoustic magnon mode, the so-called Goldstone mode, according
to the Goldstone theorem. The acoustic magnon mode is essential for the understand-
ing properties relating to the low frequency transverse magnetic excitations, and it
is also characteristic of the given magnetic order, attaining a parabolic dispersion in
ferromagnets and a linear dispersion for antiferromagnets.
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The magnetic excitations and the intrinsic fluctuations that they drive are important
for many different material properties. The magnetic excitations directly give rise to
(zero-point) fluctuations of the local magnetic moments [1, 2] and relate also to ther-
modynamic properties such as the heat capacity [3]. In particular, an understanding
of the magnon excitations is crucial in order to predict the Curie/Néel temperature
of a material, that is, the temperature at which the long-range magnetic order is lost.
Furthermore, the magnons themselves have been proposed as an effective medium for
computer chip communication [4] and the associated fluctuations to play an important
role in the unconventional high-temperature superconductivity [5, 6] found in specific
classes of magnetic quantum materials such as the transition metal pnictides [7–9].

In a traditional theoretical treatment of magnetic excitations, the material is mod-
elled in terms of a localized spin Hamiltonian. The localized spin picture is physically
well motivated for insulating magnetic materials, in which case the collective magnon
excitations are well described at the Heisenberg model level, with magnons consti-
tuting linear spin wave excitations to the magnetically ordered ground state [10, 11].
In a first principles approach, one may compute the Heisenberg model parameters in
density functional theory based on an energy mapping analysis of various local spin
configurations [12–14] or using the magnetic force theorem [15–17]. However, this does
not overcome the inherent inability to describe itinerant electron effects in a traditional
localized spin model. In particular, one needs to include a lot of long-range exchange
parameters in order to obtain an accurate Heisenberg model for metals, which in turn
makes the fitting process to experimental magnon dispersions a dubious affair. Even
when long-range interactions are accounted for theoretically, the Heisenberg model
does not fully capture the influence of the Stoner continuum on the magnon spectrum,
including effects such as line broadening due to Landau damping, renormalization of
the magnon dispersion and stripe-like features in the spectrum [18, 19].

Experimentally, the spectrum of transverse magnetic excitations can be directly in-
ferred from the energy dissipation of external probes that exchange energy and angular
momentum with a given magnetic material. This includes spectroscopic techniques
such as inelastic neutron scattering [20] and spin-polarized electron energy loss spec-
troscopy [21, 22]. In a theoretical first principles approach, one may try to mimic the
strategy of experimental spectroscopy. If one can compute the dynamic transverse
magnetic susceptibility without having to explicitly treat the many-body ground and
excited states, the transverse magnetic excitations can be characterized directly in
terms of the dissipative part of the susceptibility. Not only does the dissipative part
of the susceptibility directly provide a spectral function for the transverse magnetic
excitations, it also facilitates a direct interpretation of the corresponding experimen-
tal techniques, including in principle the capability of computing absolute spectral
intensities and form factors for the various techniques.

Generally, there exists two different branches of theoretical magnon spectroscopy:
Many-body perturbation theory [19, 23–27] and time-dependent density functional
theory [18, 28–34]. In the work leading to this thesis, we have explored the linear
response formulation of the latter, where the full many-body susceptibility is obtained
from the corresponding single-particle susceptibility via a Dyson equation [35, 36]. We
have implemented a transverse magnetic susceptibility module into the GPAW open-
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source code [37, 38], relying on the projector augmented-wave method [39] to accurately
compute the susceptibility in a plane wave basis without any formal loss of generality.
We have used the developed code along with the adiabatic local density approximation
to study the transverse magnetic excitations in ferromagnetic Fe, Ni, Co and MnBi as
well as antiferromagnetic Cr and Cr2O3.

In this thesis, our studies of theoretical magnon spectroscopy will be presented along
with an in-depth theoretical background, including a review of relevant topics in the
Kubo theory of linear response. Furthermore, the thesis will present a new class of non-
local exchange-correlation functionals that we have developed specifically to improve
the description of dynamic short-range correlations in the homogeneous electron gas,
which the local density approximation is known not to capture appropriately [40]. It is
our hope, that such functionals in the future can improve the accuracy of theoretical
magnon spectroscopy, but also be of use for a wealth of additional material properties.
Lastly, an effort to standardize and improve existing and future computational recipes
for material simulations is presented.

Thesis overview
The thesis is structured as follows. In the first three chapters of the thesis, the back-
ground theory for theoretical magnon spectroscopy is presented. In Chapter 1, the
Kubo theory of linear response is reviewed, specifically targeting quasi-particle spec-
troscopy in periodic crystals. In Chapter 2, the ground state density functional theory
is introduced and in Chapter 3 it is shown how the transverse magnetic susceptibil-
ity may be calculated within the framework of linear response time-dependent density
functional theory.

After the first three chapters, the thesis changes pace. In Chapter 4, the developed
projector augmented-wave implementation for computing plane wave susceptibilities is
presented, but only on an overview level, as the details of the method are described in
Publication [A]. Similarly, Chapters 5 and 6 rely on Publications [A], [B] and [C]
to present the majority of the results regarding the magnon dispersion in the itinerant
ferromagnets Fe, Ni, Co and MnBi as well as the antiferromagnetic phases of bulk Cr
and Cr2O3 respectively. In the main body of the thesis text, the individual results will
instead be discussed in a broader perspective.

After having presented the theoretical magnon spectroscopy results of the thesis,
there will be another change of gears. First, the development of the new class of nonlo-
cal exchange-correlation functionals will be presented. In Chapter 7, the theoretical
background for exchange-correlation functionals is elaborated, before the functional
development itself is presented in Chapter 8. Secondly, the development of a new
common platform for Python material simulations is presented in Chapter 9, namely
the ”Atomic Simulation Recipes” framework. Also in this case, the details will be
presented in the form of a journal article, that is, Publication [D].

Finally, the thesis will conclude with a Summary and an Outlook.



CHAPTER 1
Theory: Generalized

susceptibility and
quasi-particle excitations

In this thesis, only the fundamental excitations, which can be induced to linear order by
a perturbative field coupling to a single system coordinate, are considered. The reason
why such fundamental excitations are decisive for a wide range of material properties,
falls back to their linearity. Not only do they give the available transitions for a simple
external perturbation to linear order, they compose a compact region of the Hilbert
space enclosing the ground state itself. For this reason, they are in many regards the
physically most relevant excited states, especially for the system properties at thermal
equilibrium.

Formally, the fundamental system excitations are unified in the Kubo theory of linear
response, where the system response is characterized by its generalized susceptibility.
In this chapter, key results of the theory relevant to the characterization of magnon
excitations are presented. In addition, a thorough topical review on the Kubo theory
is given in the appendices of Publications [A] and [C]. Hyperlinks to these appendices
are provided towards the end of the chapter.

1.1 Linear response theory
In the theory of linear response, a weak time-dependent external perturbation is con-
sidered, characterized by the external classical coordinate f(t), coupling to the system
Ĥ0 through the system coordinate Â:

Ĥ(t) = Ĥ0 + Ĥext(t), Ĥext(t) = Âf(t). (1.1)

The induced change in some system coordinate B̂ to linear order in the perturbation
is then given by the retarded susceptibility χBA(t− t′),

⟨δB̂(t)⟩ = ⟨B̂(t)⟩ − ⟨B̂⟩0 =
∫ ∞

−∞
dt′ χBA(t− t′)f(t′), (1.2)

where ⟨·⟩0 refers to the expectation value with respect to the unperturbed system.
Thus, the retarded susceptibility comprises the central object of interest for the theory,
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which fundamentally relies on the fact that χBA(t − t′) can be written in the closed
form known as the Kubo formula [41]:

χBA(t− t′) = − i

h̄
θ(t− t′)⟨ [B̂0(t− t′), Â] ⟩0. (1.3)

Here, θ(t− t′) is the unit step function and the operator B̂ carries the time-dependence
in the interaction picture:

B̂0(t) = eiĤ0t/h̄B̂ e−iĤ0t/h̄. (1.4)

In the Kubo formalism, the linear order spectral properties of the system are gov-
erned by the Fourier-Laplace transform of the retarded susceptibility (1.3), which is
analytic in the upper half of the complex frequency plane (for definitions of the Fourier
transform, see [A]). From the Kubo formula (1.3), the dynamic susceptibility, or gen-
eralized susceptibility, can be written in terms the energy eigenstates to the system
Hamiltonian, Ĥ0|α⟩ = Eα|α⟩,

χBA(z = ω + iη) =
∑
α,α′

⟨α|B̂|α′⟩⟨α′|Â|α⟩
h̄ω − (Eα′ − Eα) + ih̄η

(nα − nα′), (1.5)

where z denotes the complex frequency composed of the real and imaginary frequencies
ω and η, with η > 0. In this way, the Lehmann representation (1.5) decomposes the
generalized susceptibility of any system Ĥ0, into the available eigenstate transitions,
each weighted by the transition amplitudes and difference in population factors, (nα −
nα′), of the given states at thermal equilibrium.

1.2 Energy dissipation and the quasi-particle spectrum
It is generally instructive to further decompose the Lehmann representation (1.5) into
the reactive and dissipative parts of the susceptibility [42],

χBA(z) = χ′
BA(z) + iχ′′

BA(z), (1.6a)

χ′
BA(z) = χ′

AB(−z∗) = 1
2

[χBA(z) + χAB(−z∗)] , (1.6b)

χ′′
BA(z) = −χ′′

AB(−z∗) = 1
2i

[χBA(z) − χAB(−z∗)] , (1.6c)

where the reactive and dissipative parts each yield the real and imaginary parts of the
frequency dependence:

χ′
BA(ω + iη) =

∑
α,α′

⟨α|B̂|α′⟩⟨α′|Â|α⟩(nα − nα′) Re
[

1
h̄ω − (Eα′ − Eα) + ih̄η

]
, (1.7a)

χ′′
BA(ω + iη) =

∑
α,α′

⟨α|B̂|α′⟩⟨α′|Â|α⟩(nα − nα′) Im
[

1
h̄ω − (Eα′ − Eα) + ih̄η

]
. (1.7b)
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Through this decomposition, it is easy to see that the dissipative part of the suscepti-
bility directly constitutes a spectral function for the induced transitions of the system,
representing each transition by a Lorentzian peak of width 2h̄η and amplitude −π.

As the name suggests, the dissipative part of the susceptibility is responsible for the
net dissipation of energy into the system, resulting from the external perturbation.
Considering a harmonic perturbation on the form f(t) = f0 cos(ω0t), the mean rate of
energy absorption Q̄ is given by

Q̄ = −1
2
f2

0ω0χ
′′
AA(ω0), (1.8)

where functions of the real frequency ω refer to the complex frequency limit η → 0+,
such that χBA(ω) = χBA(ω+ i0+). It should be noted that the dissipative part of the
generalized susceptibility χBA(ω) is equal to the imaginary part along the diagonal,
which enters Equation (1.8). For additional details, see [A]. Thanks to Fermi’s golden
rule, it comes as no surprise that the energy dissipation is proportional to the spectrum
of induced transitions characterized by the dissipative part (1.7b). In fact, one may in
the zero temperature limit express this spectrum,

SBA(ω) = −χ′′
BA(ω)
π

= ABA(ω) −AAB(−ω), (1.9)

in terms of the excited states spectral functions:

ABA(ω) =
∑
α ̸=α0

⟨α0|B̂|α⟩⟨α|Â|α0⟩ δ
(
h̄ω − (Eα − E0)

)
. (1.10)

Here, it is assumed that the system resides in the ground state |α0⟩ with energy E0 prior
to the application of the perturbation, and δ(h̄ω − ∆E) denotes the Dirac δ-function.
In the quasi-particle picture, linear excitations to the ground state are thought of as
effective quasi-particles added to an effective vacuum state, the ground state. Thanks
to Equations (1.8), (1.9) and (1.10), one may thus extract the quasi-particle energies,
h̄ω = Eα −E0, directly from the dissipative part of any susceptibility which character-
izes the response to a perturbation with the ability to excite that given quasi-particle.
In this way, quasi-particles spectra can be probed by tracking the energy dissipation
in a material.

1.3 Fluctuation-dissipation theorem
Not only does the generalized susceptibility govern the energy dissipation of a system
to linear order, it also characterizes the fundamental system fluctuations. To illustrate
this relation, the retarded susceptibility, as defined by the Kubo formula (1.3), is
written in terms of the noncausal response function [42]

KBA(t) = − i

h̄
⟨ [B̂0(t), Â] ⟩0, (1.11)
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with χBA(t− t′) = θ(t− t′)KBA(t− t′). The noncausal response function can itself be
decomposed into correlation functions,

KBA(t) = − i

h̄
(CBA(t) − CAB(−t)) , (1.12)

with CBA(t) = ⟨B̂0(t)Â⟩0 −⟨B̂⟩0⟨Â⟩0. Because the noncausal response function can be
finite both for positive and negative time arguments t, its Fourier-Laplace transform
is defined accordingly in order to make sure that KBA(z) is analytic in the upper half
of the complex frequency plane:

KBA(z = ω + iη) =
∫ ∞

−∞
dtKBA(t)ei(ωt+iη|t|). (1.13)

Inserting a factor (θ(t) + θ(−t)) and using the symmetry relation KBA(t) = −KAB(−t)
(see Equation (1.12)), it is straight-forward to show that the spectral components of
the noncausal response function are given by the dissipative part of the generalized
susceptibility:

KBA(z) = χBA(z) − χAB(−z∗) = 2iχ′′
BA(z). (1.14)

On the other hand, inserting Equation (1.12) into the Fourier-Laplace transform (1.13)
gives

KBA(z) = − i

h̄
(CBA(z) − CAB(−z∗)) , (1.15)

which in combination with Equation (1.14) yields a generalized fluctuation-dissipation
theorem [43–45]:

χ′′
BA(z) = − 1

2h̄
(CBA(z) − CAB(−z∗)) . (1.16)

In essence, the theorem illustrates the fundamental physical fact that both a system’s
inherent fluctuations and its ability to dissipate energy of an external source are propor-
tional to the spectrum of available eigenstate transitions around thermal equilibrium.

At zero temperature, this relation is especially obvious. Assuming that the system
resides in the ground state |α0⟩, one can rewrite the correlation function in terms of
the system eigenstates:

CBA(t) =
∑
α̸=α0

⟨α0|B̂|α⟩⟨α|Â|α0⟩e−i(Eα−E0)t/h̄. (1.17)

Applying the Fourier-Laplace transform (1.13) then gives:

CBA(z = ω + iη) = −2h̄
∑
α̸=α0

⟨α0|B̂|α⟩⟨α|Â|α0⟩Im
[

1
h̄ω − (Eα − E0) + ih̄η

]
. (1.18)

Thus, the spectral components of the correlation function are simply proportional to
the quasi-particle spectrum (1.10), with CBA(ω) = 2h̄πABA(ω). In turn, the quasi-
particle spectrum makes up the dissipative part of the generalized susceptibility as
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shown in Equation (1.9), and the fluctuation-dissipation theorem (1.16) simply gives
the direct relation between the two system properties.

At finite temperatures, the functional forms for the correlation function and gener-
alized susceptibility are less simple, but it is actually possible to simplify the relation
between the two. Using the cyclic property of the trace, the correlation functions can
be shown to fulfill the relations CBA(t) = CAB(−t−iβh̄) and CBA(ω) = eβh̄ωCAB(−ω),
where β = 1/(kBT ) [42]. Inserting the latter relation into Equation (1.16) then gives
the classic fluctuation-dissipation theorem:

CBA(ω) = − 2h̄
1 − e−βh̄ω χ

′′
BA(ω). (1.19)

1.4 Onsager relations
So far when the zero temperature limit has been taken, the system has simply been
assumed to reside in a given ground state |α0⟩. However, what happens, if some
symmetry is spontaneously broken, meaning that multiple ground states exist? In
the context of this thesis, this is an especially relevant question since time-reversal
symmetry is broken in a magnetically ordered ground state. One may generalize this
question even further: How are the symmetries of the system Hamiltonian Ĥ0 reflected
in the generalized susceptibility χBA(ω), and what role does spontaneously broken
symmetries play in this regard? It turns out, that the answer to such questions is a
simple set of relations inspired by statistical mechanics.

First of all, the generalized susceptibility is a property of the system at thermal
equilibrium. Therefore, an assumption that the system resides in the ground state
|α0⟩ really is an assumption that the system is in thermal equilibrium in |α0⟩. That is,
that the probability of observing any other ground state due to thermal fluctuations
vanishes in the zero temperature limit. In this case, the retarded susceptibility may be
given with respect to |α0⟩, even though multiple ground states may exist:

χBA(α0, t− t′) = − i

h̄
θ(t− t′)⟨α0|[B̂0(t− t′), Â]|α0⟩. (1.20)

In particular, if the system is subject to some symmetry generated by the unitary or
anti-unitary operator Û , with the inverse Û−1, the commutation relation [Ĥ0, Û ] = 0
implies that:

Ĥ0Û |α0⟩ = ÛĤ0|α0⟩ = E0Û |α0⟩. (1.21)
If the ground state |α0⟩ is invariant under the symmetry operation Û , this equation
is trivial. However, if Û maps the ground state |α0⟩ into a different state |Ûα0⟩, the
symmetry generated by Û is said to be spontaneously broken and |Ûα0⟩ forms a new
degenerate ground state with its own generalized susceptibility χBA(Ûα0, ω).

Now, regardless of whether a given symmetry of the system is spontaneously broken
or not, it gives rise to the following symmetry relation for the generalized susceptibility,
known as the Onsager relation [C],

χBA(α0, ω) = χBUAU (Ûα0, ω), if Û is unitary, (1.22a)
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χB†A†(α0, ω) = χAUBU (Ûα0, ω), if Û is anti-unitary, (1.22b)
where ÂU = Û ÂÛ−1. The relation derives its name from the analogous statement in
classical statistical mechanics, relating the correlation function of forward motion in
a magnetic field B to the reversed motion in the reversed magnetic field −B [46–48].
In a similar fashion, the quantum mechanical Onsager relation (1.22) may be used
to relate the the susceptibility of a magnetic system with magnetization m(r) to the
same system with magnetization −m(r). In the absence of external magnetic fields,
the system respects time-reversal symmetry, [Ĥ0, T̂ ] = 0, and the Onsager relation
(1.22b) yields the classic statement [41, 49, 50]

χBA(α0, ω) = εTAε
T
B χAB(T̂α0, ω), (1.23)

where B̂ and Â are assumed to be observables of the system translating either as
even or odd variables under time-reversal, T̂ ÂT̂−1 = εTA Â with εTA = ±1. Further-
more, in the case where time-reversal symmetry is preserved by ground state |α0⟩, the
Onsager relation (1.23) implies that the dynamic susceptibility is either reciprocal or
anti-reciprocal.

1.5 Linear response in periodic crystals
For real life materials treated in terms of their electronic degrees of freedom (employing
the Born-Oppenheimer approximation), one may in the linear response formalism con-
sider a general external perturbation entering the problem as a classical time-dependent
field f(r, t),

Ĥext(t) =
∫
dr Â(r)f(r, t), (1.24)

where Â(r) = Â†(r) is some one-body electronic operator. The corresponding response
relation (1.2) then relates a one-body observable B(r) at time t to the external field at
position r′ and time t′:

⟨δB̂(r, t)⟩ =
∫ ∞

−∞
dt′
∫
dr′ χBA(r, r′, t− t′)f(r′, t′). (1.25)

It is important to stress that there is no novelty here and the full machinery of the
Kubo theory presented in the previous sections can be directly reused. In particu-
lar, one may reuse the Lehmann representation (1.5) for the dynamic susceptibility
χBA(r, r′, z), with the only difference that the transition matrix elements now carry a
spatial dependence:

Aα′α(r) = ⟨α′|Â(r)|α⟩. (1.26)

For periodic crystals, where the system is invariant under lattice translations, [Ĥ0, T̂R] =
0, the transition matrix elements transform as Bloch waves [A]:

Aα′α(r) = Ωcell

Ω
e−iqα′α·raα′α(r). (1.27)
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Here, aα′α(r+R) = aα′α(r) denotes the periodic part of the transition matrix element,
which is normalized to the unit cell by extracting the cell and crystal volumes Ωcell
and Ω. Furthermore, the Bloch wave vector qα′α is determined from the difference in
eigenstate crystal momentum h̄(kα′ − kα), such that it lies within the first Brillouin
zone. The Bloch wave properties of the transition matrix elements have a range of
consequences. It directly implies that also the dynamic susceptibility is invariant under
lattice translations, χBA(r + R, r′ + R, z) = χBA(r, r′, z), which in turn implies that
the response is diagonal in the reduced wave vector q. This is important not only
for the physical interpretation of the response, but also for the representation of the
susceptibility, which will be illustrated in the following sections. Before proceeding,
it is worth noting that the periodicity of the generalized susceptibility is valid at any
temperature T . In the zero temperature limit however, it may be viewed simply as a
consequence of the Onsager relation (1.22a).

1.5.1 Bloch susceptibility
For periodic crystals, the response may be characterized in terms the lattice Fourier
transform of the susceptibility [18]:

χBA(r, r′,q, z) =
∑
R′

eiq·R′
χBA(r, r′ + R′, z). (1.28)

This is advantageous because the periodicity of the dynamic susceptibility implies that
χBA(r, r′,q, z) transforms as a Bloch wave:

χBA(r + R, r′,q, z) = eiq·RχBA(r, r′,q, z), (1.29a)

χBA(r, r′ + R,q, z) = e−iq·RχBA(r, r′,q, z). (1.29b)
As a result, the lattice Fourier transform may be represented by its periodic part
χ̄BA(r, r′,q, z), which is periodic in both the r and r′ entries independently:

χBA(r, r′,q, z) = eiq·(r−r′)χ̄BA(r, r′,q, z). (1.30)

In this way, the overall basis representation needed to represent the linear response
of a periodic crystal is limited to the unit cell, not the entire crystal. However,
χ̄BA(r, r′,q, z) is not just an efficient representation of the response, it also directly
characterizes the response to harmonic perturbations on the form

Ĥext(t) =
∫
dr Â(r)f(r)

2

[
ei(q0·r−ω0t) + c.c.

]
, (1.31)

where f(r+R) = f(r) is a periodic function. Insertion into the linear response relation
(1.25) and application of the convolution theorem then yields:

⟨δB̂(r, t)⟩ =
∫

Ωcell

dr′ f(r′)
2

[
χ̄BA(r, r′,q0, ω0)ei(q0·r−ω0t)

+ χ̄BA(r, r′,−q0,−ω0)e−i(q0·r−ω0t)
]
. (1.32)
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In this way, χ̄BA(r, r′,q, ω) may be viewed simply as the generalized susceptibility
towards perturbations on the Bloch wave form. For this reason, it will henceforward
be referred to as the Bloch susceptibility.

In order to make a connection with the quasi-particle picture, the lattice Fourier
transformed susceptibility is written in the Lehmann representation (1.5). Doing so,
Equation (1.27) implies that only transitions α → α′ with a difference in crystal mo-
mentum h̄q contribute to the Bloch susceptibility:

χBA(r, r′,q, ω + iη) = eiq·(r−r′) Ωcell

Ω
∑
α,α′

bαα′(r)aα′α(r′)
h̄ω − (Eα′ − Eα) + ih̄η

(nα − nα′)δq,qα′α
.

(1.33)
Thus, the Bloch susceptibility not only characterizes quasi-particles of energy Eα′ −
Eα = h̄ω, but specifically of crystal momentum h̄qα′α = h̄q.

1.5.2 Plane wave susceptibility
In order to compute the Bloch susceptibility, one needs to make a choice of real-space
representation. One such basis, is the plane wave basis

χGG′

BA (q, z) =
∫∫

drdr′

Ω
e−i(G+q)·rχBA(r, r′, z)ei(G′+q)·r′

, (1.34)

=
∫∫

Ωcell

drdr′

Ωcell
e−iG·rχ̄BA(r, r′,q, z)eiG

′·r′
, (1.35)

where G and G′ are reciprocal lattice vectors. Once more, it is possible to assign an
actual physical interpretation to χGG′

BA (q, z) as the generalized susceptibility towards
plane wave perturbations on the form:

Ĥext(t) =
∫
dr Â(r) f0

2

[
ei([G0+q0]·r−ω0t) + c.c.

]
. (1.36)

Analogously to the response relation (1.32), χGG′

BA (q, z) then gives the plane wave
coefficients of the response [A],

⟨δB̂(r, t)⟩ =f0

2
∑
G

[
χGG0
BA (q0, ω0)ei([G+q0]·r−ω0t)

+ χ−G−G0
BA (−q0,−ω0)e−i([G+q0]·r−ω0t)

]
, (1.37)

why one may simply refer to χGG′

BA (q, z) as the plane wave susceptibility.
Now, one of the great advantages of the plane wave susceptibility is that it can be

defined in terms of the Kubo formula (1.3) by casting the field operators in the Fourier
basis [A],

Â(Q) =
∫
dr e−iQ·rÂ(r), (1.38)
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such that:
χGG′

BA (q, z) = 1
Ω
χβα(z), (1.39a)

β̂ = B̂(G + q), α̂ = Â(−G′ − q). (1.39b)

This means that all the relations derived from the Kubo formula (1.3) also hold for the
plane wave susceptibility, including the separation into reactive and dissipative parts
(1.7) and the Onsager relations (1.22). In particular, one may introduce the plane
wave spectrum of induced transitions in terms of the dissipative part of the plane wave
susceptibility

SGG′

BA (q, ω) = − 1
Ω
χ′′
βα(ω)
π

= − 1
2πi

[
χGG′

BA (q, ω) − χ−G′−G
AB (−q,−ω)

]
, (1.40)

= 1
Ω
∑
α,α′

bαα′(G)aα′α(−G′)(nα − nα′)δq,qα′α
δ
(
h̄ω − (Eα′ − Eα)

)
, (1.41)

where Equations (1.33) and (1.35) were used in the last equality and:

aα′α(G) =
∫

Ωcell

dr e−iG·raα′α(r). (1.42)

In the zero temperature limit, the plane wave spectrum then decomposes into excited
states spectral functions,

SGG′

BA (q, ω) = AGG′

BA (q, ω) −A−G′−G′

AB (−q,−ω). (1.43)

such that SGG′

BA (q, ω) directly yields the spectrum of quasi-particle excitations of energy
h̄ω and crystal momentum h̄q, weighted by the transition matrix elements (1.42):

AGG′

BA (q, ω) = 1
Ω
∑
α̸=α0

b0α(G)aα0(−G′)δq,qα0δ
(
h̄ω − (Eα − E0)

)
. (1.44)

1.6 Further reading
As mentioned in the introduction to this chapter, Publications [A] and [C] include a
more detailed presentation of the Kubo theory relevant for theoretical magnon spec-
troscopy. In particular, it might benefit the reader already at this point to skip ahead
to Appendix A of Publication [A], starting on page 58 of this thesis, where the core
Kubo theory and the connection to quasi-particles are described in detail. Similarly,
the curious reader may consult Appendix A of Publication [C], starting on page 98, for
a proof of the quantum mechanical Onsager relation.



CHAPTER 2
Theory: Density functional

theory for magnetic
materials

For many magnetic properties, including the magnon spectrum, one may to a good ap-
proximation consider the atomic positions of the material in question as static and con-
sider only the electronic degrees of freedom, in what is known as the Born-Oppenheimer
approximation. However, to make any progress from Kubo’s formal treatment of ex-
cited states spectroscopy towards an actual calculation of a magnon spectrum in a
real magnetic material, a feasible scheme is needed in order to treat the many-body
electronic structure problem. Such a scheme is provided by the framework of density
functional theory (DFT), in which ground state properties are viewed as exact func-
tionals of the density n(r) (and magnetization m(r)). In this chapter, the basics of
DFT are presented in order to provide the basis for the corresponding time-dependent
theory, in which dynamic susceptibilities of real materials may be evaluated.

2.1 The Hohenberg-Kohn theorems
In the Born-Oppenheimer approximation, the material itself is characterized by its
number of electrons and its atomic arrangement, which manifests itself as an electro-
static potential, Vnuc(r). The electronic system Hamiltonian is given by

Ĥ0 = T̂ + V̂ + Û , (2.1)

where T̂ , V̂ and Û are the kinetic energy, electrostatic potential and electron-electron
Coulomb interaction operators. DFT then relies on a simple observation: The only
system-dependent term in the Hamiltonian is the electrostatic potential. For two sys-
tems of potential V and V ′, differing by more than a constant, this means that also
the ground states |ψ0⟩ and |ψ′

0⟩ (assumed to be nondegenerate) will be different, and
that

E = ⟨ψ|T̂ + Û |ψ⟩ + ⟨ψ|V̂ |ψ⟩ will be minimal using |ψ⟩ = |ψ0⟩, not |ψ′
0⟩, (2.2a)

E′ = ⟨ψ|T̂ + Û |ψ⟩ + ⟨ψ|V̂ ′|ψ⟩ will be minimal using |ψ⟩ = |ψ′
0⟩, not |ψ0⟩. (2.2b)

Whereas the kinetic energy and the electron-electron interaction operate on the indi-
vidual electronic degrees of freedom, the electrostatic potential operates only on the
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electron density as a whole. In the absence of external electromagnetic fields,

⟨ψ|V̂ |ψ⟩ =
∫
dr ⟨ψ|n̂(r)|ψ⟩Vnuc(r) = −e

∫
drn(r)ϕnuc(r), (2.3)

where n̂(r) is the electron density operator, −e is the electron charge and ϕnuc(r) is
the scalar potential of the nuclei. As a result, both of the statements (2.2) cannot
be true, unless also the ground state densities are different among the two systems,
n(r) ̸= n′(r). Thus, for electronic system Hamiltonians on the form (2.1), there is a
one-to-one correspondence between the nuclear potential and the ground state electron
density [51]:

n(r) ↔ Vnuc(r) (up to a constant). (2.4)

As a consequence, one can regard the nuclear potential as a functional of the ground
state density: Vnuc = Vnuc[n]. Because the potential in turn defines the electronic
structure problem itself, all relevant quantities can in principle be written as functionals
of the ground state density, that is, without reference to the individual electronic
degrees of freedom. In particular, the many-body ground state, |ψ0⟩, is a functional of
the ground state density, and so is the energy:

E[n] = ⟨ψ0|T̂ + Û |ψ0⟩ +
∫
drn(r)Vnuc(r). (2.5)

For densities n, which correspond to ground state densities of Hamiltonians on the form
(2.1) (said to be V -representable), the energy functional (2.5) attains its minimum (the
ground state energy) at the correct ground state density, when minimized under the
constraint of a fixed number of electrons [51]. Thus, in DFT, the electronic structure
problem can be reformulated as a minimization of the energy functional (2.5).

2.2 The Kohn-Sham system
Although it is formally exact to write all observable quantities as a functional of the
ground state density, acquiring an exact form for a given functional is as overwhelm-
ing a task as solving the many-body problem (2.1) for all meaningful electrostatic
potentials at once. In particular, it would be an obvious advantage to compute the
energy as a functional of the ground state density, but not if this implies determining
the many-body ground state for every density n, as is indicated formally in Equation
(2.5). Instead, one may assume the existence of an auxiliary system of noninteracting
electrons with the same ground state density as in the many-body problem [52]:

ĤKS = T̂ + V̂s. (2.6)

In the so-called Kohn-Sham system, the ground state is a Slater determinant of the
single-particle eigenstates given from the time-independent Schrödinger equation(

− h̄2∇2

2m
+ Vs(r)

)
ψi(r) = ϵiψi(r). (2.7)
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As a result, one can regard the kinetic energy of the noninteracting system as a known
functional of the ground state density, Ts[n], where the density is calculated as a simple
sum over the single-particle eigenstates weighted by their occupation numbers fi:

n(r) =
∑
i

fi|ψi(r)|2. (2.8)

In addition to the single-particle contribution to the kinetic energy, also the classical
Coulomb energy contribution is a well-known functional of the electron density. The
so-called Hartree energy functional is given by

EH[n] = 1
2

∫∫
drdr′ n(r)vc(r − r′)n(r′), (2.9)

where vc is the electronic Coulomb potential, vc(r − r′) = e2/(4πϵ0|r − r′|). With this,
the energy functional (2.5) can be written:

E[n] = Ts[n] + EH[n] + Exc[n] +
∫
drn(r)Vnuc(r), (2.10)

where the so-called exchange-correlation (xc) functional Exc[n] accounts for the differ-
ence between the kinetic energy of the many-body and noninteracting systems as well
as the difference between the full Coulomb interaction and the classical counterpart.
Minimizing (2.10) under the constraint of a fixed number of electrons,

∫
drn(r) = N ,

is then equivalent to solving the single-particle Schrödinger equation (2.7) with [52]
Vs(r) = Vs[n](r) = Vnuc(r) + VH[n](r) + Vxc[n](r), (2.11)

where
VH[n](r) = δEH[n]

δn(r)
=
∫
dr′vc(r − r′)n(r′), (2.12)

and
Vxc[n](r) = δExc[n]

δn(r)
. (2.13)

The usefulness of the theory then relies on obtaining an accurate approximation for the
exchange-correlation functional Exc[n]. With an approximation in hand, the ground
state density can be determined by solving the equations (2.7), (2.8) and (2.11) self-
consistently, upon which the ground state energy can be computed.

2.3 Spin-density functional theory
The electronic system Hamiltonian (2.1) does not formally differentiate between mag-
netic and nonmagnetic materials and the preceding theory is equally valid in both cases.
However, it is nontrivial to approximate the exchange-correlation functional, Exc[n], in
a way that is sensitive to the magnetic degrees of freedom, when it is a functional only
of the total electron density. To circumvent this issue, the magnetic order parameter
can be included explicitly in the formalism, resulting in what is known as spin-density
functional theory. As this variant constitutes the standard practice for magnetic mate-
rials, the distinction from regular DFT is often left implicit and both variants simply
referred to as ”DFT”. This practice is adopted throughout most of this thesis.
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2.3.1 The four-component density operator
In spin-density functional theory, the electrostatic potential in Equation (2.1) is sub-
stituted by a static electromagnetic potential, which couples to the electronic system
through the four-component electron density operator:

n̂µ(r) =
∑
s,s′

σµss′ ψ̂
†
s(r)ψ̂s′(r). (2.14)

The µ-index indicates the component, µ ∈ {0, x, y, z}, s indexes the spin, s ∈ {↑, ↓},
and σµss′ equals the 2 × 2 identity matrix for µ = 0 and the corresponding Pauli matrix
for µ ∈ {x, y, z}. The system Hamiltonian is then written

Ĥ0 = T̂ + Ŵ + Û , (2.15)

where
Ŵ =

∑
µ

∫
dr n̂µ(r)Wµ(r). (2.16)

Neglecting contributions from the orbital current density, this corresponds to a material
placed in an external electromagnetic field,(

Wµ(r)
)

=
(
Vnuc(r) + Vext(r),Wext(r)

)
=
(

− e [ϕnuc(r) + ϕext(r)] , µBBext(r)
)
, (2.17)

where µB is the Bohr magneton, ϕext(r) is the external scalar potential and the Bext(r)
is the external magnetic field. In Equation (2.16), the magnetic field interaction enters
as a Zeeman term, which is apparent when recasting the operator Ŵ in terms of the
magnetization, m̂(r) = −µB (n̂x(r), n̂y(r), n̂z(r)):

Ŵ =
∫
dr
[
n̂(r)

(
Vnuc(r) + Vext(r)

)
− m̂(r) · Bext(r)

]
. (2.18)

2.3.2 Hohenberg-Kohn-Sham theory
It is straight-forward to extend the Hohenberg-Kohn theorems to hold also for Hamil-
tonians of the form (2.15) [53]. For two electromagnetic potentials W and W ′ yielding
different nondegenerate ground states |ψ0⟩ and |ψ′

0⟩:

E = ⟨ψ|T̂ + Û |ψ⟩ + ⟨ψ|Ŵ |ψ⟩ will be minimal using |ψ⟩ = |ψ0⟩, not |ψ′
0⟩, (2.19a)

E′ = ⟨ψ|T̂ + Û |ψ⟩ + ⟨ψ|Ŵ ′|ψ⟩ will be minimal using |ψ⟩ = |ψ′
0⟩, not |ψ0⟩. (2.19b)

This can only be true if also the four-component density of the ground state is different
among the two systems,

(
n(r),m(r)

)
̸=
(
n′(r),m′(r)

)
. Thus, there is a one-to-one

correspondence between the ground state four-component density, nµ(r), and the many-
body ground state itself. As a result, the ground state can be written formally as
a functional of nµ and found by minimizing the energy functional E[nµ] in complete
analogy with Equation (2.5). However, on the contrary to the regular DFT case, the full
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electronic system is not a functional of the ground state four-component density [54, 55].
Take e.g. a system which yields a fully spin-polarized ground state m(r) = −µBn(r)ez.
In this case, adding a constant magnetic field −Bez to the Hamiltonian (2.15) will not
change the ground state, but it will (at least) change the energy of some excited states.

To minimize E[nµ] in practise, it is assumed that an auxiliary Kohn-Sham system of
noninteracting electrons exists, yielding the same ground state four-component density
as in the many-body system. Minimizing the energy functional,

E[nµ] = Ts[nµ] + EH[n] + Exc[nµ] +
∑
µ

∫
drnµ(r)Wµ(r), (2.20)

under the constraint of a fixed number of electrons then yields a spinorial single-particle
Schrödinger equation for the Kohn-Sham system [53, 56]:(

− h̄2∇2

2m
+ Vs(r) + σ̄ · Ws(r)

)
ψi(r) = ϵiψi(r). (2.21)

Here σ̄ is the Pauli matrix vector, with the bar accent indicating that the equa-
tion is spinorial and that the Kohn-Sham eigenstates that enter are spinors, ψi(r) =
(ψi↑(r), ψi↓(r)). The effective electromagnetic potential is given by(

Wµ
s (r)

)
=
(
Vs(r),Ws(r)

)
, (2.22)

with
Wµ

s (r) = Wµ
s [nν ](r) = Wµ(r) + δµ,0VH[n](r) +Wµ

xc[nν ](r), (2.23)

where δµ,0 denotes the Kroenecker-δ and

Wµ
xc[nν ](r) = δExc[nν ]

δnµ(r)
. (2.24)

Ground state properties can then be determined by solving the Kohn-Sham system
(2.21) self-consistently with the effective potential (2.23) calculated from the ground
state four-component electron density of the Kohn-Sham system itself:

nµ(r) =
∑
i

fi
∑
s,s′

σµss′ ψ
∗
is(r)ψis′(r). (2.25)

By including the magnetic degrees of freedom into the formalism, the Kohn-Sham
system (2.21) now includes an effective Zeeman term and produces a ground state
magnetization, m(r) = −µB (nx(r), ny(r), nz(r)), which is equal to the ground state
magnetization of the many-body system. Neglecting contributions from the orbital
current density, see Equation (2.17), and expressing quantities as functionals of the
electron density and magnetization, the Zeeman interaction can be associated with an
effective electromagnetic field,(

− h̄∇2

2m
+ Vs(r) + µBσ̄ · Bs(r)

)
ψi(r) = ϵiψi(r), (2.26)
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where

Vs(r) = Vs[n,m](r) = Vnuc(r) + Vext(r) + VH[n](r) + Vxc[n,m](r), (2.27)

Bs(r) = Bs[n,m](r) = Bext(r) + Bxc[n,m](r), (2.28)

and
Bxc[n,m](r) = −δExc[n,m]

δm(r)
. (2.29)

For a bare material in the absence of external magnetic fields, the electronic system
Hamiltonian (2.15) reduces to the regular DFT Hamiltonian (2.1) and both theories
will, without approximations, yield the same ground state properties. However, in
spin-density functional theory, it is much more obvious when a material is magnetic,
namely when it is energetically favorable for the Kohn-Sham system to produce a
spontaneous spin-polarization according to a finite exchange-correlation magnetic field,
Bxc. Of course, the usefulness of the framework still relies on the ability to approximate
Exc[n,m], but as will be shown in this thesis, one can come quite far in terms of
predictability of magnetic material properties even with simple approximations to the
exchange-correlation functional.

2.4 Local exchange-correlation functionals
The simplest approximation to the exchange-correlation functional is of course a local
one. However, for magnon spectroscopy it is actually one of the only approximations
available, for which reason it has been used extensively for the work leading to this
thesis. In the present section, the local density approximation (LDA) is introduced
and Hubbard corrections to the approximation discussed. Furthermore, in Chapters 7
and 8 approximations beyond the LDA are discussed in detail, in concurrence with the
presentation of a newly developed class of nonlocal functionals.

2.4.1 Local density approximation
In the LDA, the exchange-correlation functional is approximated based on the ho-
mogeneous electron gas (HEG). The electron density at every point in space, n(r),
contributes locally to the exchange-correlation energy as if the corresponding volume
element was part of an HEG of density n,

ELDA
xc [n] =

∫
dr ϵxc

(
n(r)

)
n(r), (2.30)

where ϵxc(n) is the exchange-correlation energy per electron of an HEG. In the HEG
limit, LDA is exact and thus it is expected to perform well for systems of slowly varying
density. For localized electrons however, LDA suffers from the self-interaction error,
meaning that individual electrons feel a net repulsive effective interaction from them-
selves. This leads to a delocalization of the electron density and ultimately a tendency
to overestimate binding energies of molecules and underestimate lattice constants of
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solids, see e.g. [57]. However, the LDA remains a surprisingly good approximation for
many systems and properties, all the while providing the foundation for most higher-
order approximations. The exchange-correlation potential in the LDA is given by:

V LDA
xc [n](r) = ∂ [ϵxc(n)n]

∂n

∣∣∣∣
n=n(r)

= ∂ϵxc(n)
∂n

∣∣∣∣
n=n(r)

n(r) + ϵxc
(
n(r)

)
= V LDA

xc
(
n(r)

)
(2.31)

2.4.2 Local spin-density approximation
The local spin-density approximation (LSDA) is the natural extension of LDA for spin-
density functional theory, in which the electrons contribute locally with an exchange-
correlation energy per electron corresponding to a HEG of density n and magnetization
m, ϵxc(n) → ϵxc(n, |m|):

ELSDA
xc [n,m] =

∫
dr ϵxc

(
n(r), |m(r)|

)
n(r). (2.32)

LSDA is sometimes referred to simply as LDA, when used for magnetic systems. This
is also the case for the present thesis. The electrostatic xc potential is calculated in full
analogy with Equation (2.31), and the exchange-correlation magnetic field is obtained
using

∂

∂m = m
m

∂

∂m
, (2.33)

where m = |m|, yielding

BLSDA
xc [n,m](r) = − m

m

∂ [ϵxc(n,m)n]
∂m

∣∣∣∣
n=n(r),m=m(r)

= m(r)
|m(r)|

BLSDA
xc

(
n(r), |m(r)|

)
= BLSDA

xc
(
n(r),m(r)

)
(2.34)

where:
BLSDA

xc
(
n,m

)
= −∂ϵxc(n,m)

∂m
n. (2.35)

It is worth noting, that since m points in the opposite direction of the spin-polarization,
BLSDA

xc
(
n, |m|

)
needs to be a positive quantity in order for the effective Zeeman term

in (2.26) to locally lower the energy.
For collinear systems, where Sz can be chosen as a good quantum number and the

ground state magnetization aligned to the z-axis, m(r) = −µBn
z(r)ez, the transverse

components of the exchange-correlation magnetic field (2.34) vanish and the spinorial
components in the Kohn-Sham system (2.26) cease to mix. In this case, the spinorial
components may be separated completely and the spin included in the state index
i → (is), yielding two scalar Schrödinger equations for the Kohn-Sham system,(

− h̄∇2

2m
+ Vs(r) +W z

xc(r)
)
ψi↑(r) = ϵi↑ψi↑(r), (2.36a)
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(
− h̄∇2

2m
+ Vs(r) −W z

xc(r)
)
ψi↓(r) = ϵi↓ψi↓(r), (2.36b)

where the external magnetic field has been set to zero, and:

W z
xc(r) = W z,LSDA

xc [n, nz](r) = ∂ϵxc(n, nz)
∂nz

∣∣∣∣
n=n(r),nz=nz(r)

n(r). (2.37)

Thus, in the collinear LSDA case, one has to solve two scalar Schrödinger equations
self-consistently with spin-dependent effective potentials, V ↑

s (r) = Vs(r) +W z
xc(r) and

V ↓
s (r) = Vs(r) −W z

xc(r), producing the ground state density and spin-polarization:

n(r) =
∑
is

fis|ψis(r)|2, nz(r) =
∑
is

fisσ
z
ss|ψis(r)|2. (2.38)

2.4.3 Hubbard correction
Because of the delocalization error in LDA, the approximation fails most drastically
in localized electron systems subject to strong correlation effects, typically involving
localized d and f electrons. For such materials, the delocalization of electrons in the
LDA leads to an over-stabilization of metallic ground states, ultimately leading to a
tendency to misclassify Mott insulators as metals [58].

A popular strategy for including localized electronic correlation effects on top of the
LDA is to use a Hubbard correction. Here, the strategy is to consider a Hubbard
Hamiltonian in the mean field approximation and include the correlation effects that
are missing in a phenomenological sense from the LDA [59–61].

2.4.3.1 Hubbard model

For the purpose of this thesis, a Hubbard model for the valence d-electrons of a given
material is considered. If the electrons are sufficiently localized in the d-atomic orbitals
(characterized by Wannier functions of quantum number m, localized at site j), one
may to a good approximation consider only the onsite Coulomb repulsion, such that

Ĥ0 = Ĥnonint. + Ûintra, (2.39)

where Ĥnonint. is a noninteracting (tight-binding) Hamiltonian for the system. The
onsite Coulomb repulsion is then given by the Coulomb and exchange energy integrals
Ujmm′ and Jjmm′ respectively [3]:

Ûintra = 1
2
∑
j

∑
s

( ∑
m,m′

Ujmm′ n̂jms n̂jm′s̄ +
∑
m ̸=m′

[
(Ujmm′ − Jjmm′) n̂jms n̂jm′s

− Jjmm′ ĉ†
jms ĉjms̄ ĉ

†
jm′s̄ ĉjm′s

])
. (2.40)

Here s denotes the spin, with opposite spin s̄, while ĉ†
jms and ĉjms are the creation/an-

nihilation operators for the m’th d-orbital of site j, with n̂jms = ĉ†
jms ĉjms.
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2.4.3.2 LDA+U in the Dudarev scheme

Usually, one does not differentiate between the individual d-electron orbitals on the
same atom j, when it comes to the Coulomb and exchange integrals. Instead, Ujmm′

and Jjmm′ are substituted by their averages Ūj and J̄j . Furthermore, the exchange in-
tegral integral is typically smaller than the corresponding Coulomb integral for strongly
correlated systems. For this reason, the spin-flip exchange of Equation (2.40) will be
neglected in the following, such that the onsite Coulomb repulsion at a given site j
may be approximated as simply as

Ûj = Ū

2
∑
s

∑
m,m′

n̂ms n̂m′s̄ + Ū − J̄

2
∑
s

∑
m̸=m′

n̂ms n̂m′s, (2.41)

where the j index is left implicit on the right-hand side.
In a proper mean-field treatment of the onsite Coulomb repulsion (2.41), second order

fluctuations in the individual orbital occupancies are neglected,

n̂msn̂m′s′ = (⟨n̂ms⟩ + δn̂ms) (⟨n̂m′s′⟩ + δn̂m′s′)
≃ n̂msnm′s′ + nmsn̂m′s′ − nmsnm′s′ , (2.42)

where nms is the expected occupancy of orbital m with an electron of spin s. Thus, in
the mean-field approximation, the onsite Coulomb energy is given by:

⟨ÛMF
j ⟩ = Ū

2
∑
s

∑
m,m′

nms nm′s̄ + Ū − J̄

2
∑
s

∑
m ̸=m′

nms nm′s (2.43)

Now, in order to formulate a correction to the LDA functional based on the Hubbard
model, a conjecture is needed for the phenomenological significance of the LDA in the
context of mean-field approximations to the Coulomb repulsion. A natural conjecture
to make is, that the LSDA only accounts for fluctuations in total site occupancy N̂s,
not the individual orbital occupancies. This conjecture aligns well with the fact that
the LDA bears no reference to the individual orbitals, only the local total density of
electrons, n(r). In order to see the significance of this conjecture, the onsite Coulomb
repulsion (2.41) is rewritten

Ûj = Ū

2
∑
s

(∑
m

n̂ms

)(∑
m′

n̂m′s̄

)

+ Ū − J̄

2
∑
s

(∑
m

n̂ms

)(∑
m′

n̂m′s

)
− Ū − J̄

2
∑
s

∑
m

n̂2
ms

= Ū

2
∑
s

N̂sN̂s̄ + Ū − J̄

2
∑
s

N̂sN̂s − Ū − J̄

2
∑
s

N̂s, (2.44)

where, to reach the last equality, it is used that fermionic counting operators fulfill
the identity n̂2

ms = n̂ms. Applying now a mean-field approximation to the total site
occupancy,

N̂sN̂s′ ≃ NsN̂s′ + N̂sNs′ −NsNs′ , (2.45)
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the LDA mean-field onsite Coulomb energy is, by conjecture, given by:

⟨ÛLDA
j ⟩ = Ū

2
∑
s

NsNs̄ + Ū − J̄

2
∑
s

N2
s − Ū − J̄

2
∑
s

Ns. (2.46)

Comparison with the proper mean-field treatment of the onsite Coulomb repulsion
(2.43) then yields the Dudarev Hubbard correction [61]:

ELDA+U
xc [n,m] = ELSDA

xc [n,m] +
∑
j

(
⟨ÛMF

j ⟩ − ⟨ÛLDA
j ⟩

)
= ELSDA

xc [n,m] + 1
2
∑
j

U jeff

∑
ms

(
njms − n2

jms

)
, (2.47)

where U jeff = Ūj− J̄j is the effective onsite Coulomb repulsion of the valence d-electrons
of site j. In this way, the Hubbard correction punishes fractional occupation of the
d-electron orbitals, favoring gaped d-bands over metallic ones, in a scheme that is
relatively simple to implement in a DFT code.



CHAPTER 3
Theory: LR-TDDFT and

magnons
From the previous chapters, a road map for the characterization of excited states begins
to materialize. Combining the formally exact electronic structure framework of DFT
with the Kubo theory of linear response, quasi-particle excitations such as magnons
may be characterized by the means of an associated material susceptibility. However,
to compute dynamic susceptibilities within the framework of DFT, one needs to go
beyond the static limit in order to treat (at least formally) time-dependent external
perturbations.

In this chapter, the missing link (time-dependent DFT) is introduced, along with
the four-component susceptibility tensor, which characterizes the susceptibility of the
electronic system in terms of its core variable, the four-component electron density.
From the four-component susceptibility tensor, the connection to fundamental mag-
netic excitations is illustrated, such that the spectrum of magnon quasi-particles may
be extracted. To this end, it is shown how the transverse magnetic susceptibility can
be calculated based on a given DFT ground state.

Many of the topics of this chapter are described in further detail in Publication [A]
of this thesis. A hyperlink to the appropriate section of the paper is provided towards
the end of the chapter.

3.1 Time-dependent density functional theory
In the relevant spin-dependent version of time-dependent density functional theory
(TDDFT), the following problem is considered: Given that an electronic system is
prepared in the state |ψ(0)⟩ at time t = 0, how does the system evolve under the
influence of a classical external time-dependent electromagnetic field,

Ĥ(t) = Ĥ0 + Ĥext(t), (3.1)

with the magnetic field interaction accounted for in terms of a Zeeman term:

Ĥext(t) =
∑
µ

∫
dr n̂µ(r)Wµ

ext(r, t), (3.2a)

(
Wµ

ext(r, t)
)

=
(
V µext(r, t),W

µ
ext(r, t)

)
=
(

− eϕext(r, t), µBBext(r, t)
)
. (3.2b)
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Using the usual spin-dependent system Hamiltonian (2.15), with the static external
fields set to zero, this composes a time-dependent generalization of the electronic struc-
ture problem of spin-density functional theory. According to the Runge-Gross theorem
[35], there is then, in full analogy with static DFT, a one-to-one correspondence be-
tween the time-dependent four-component electron density and the many-body wave
function: (

nµ(r, t)
)

↔ |ψ(t)⟩, given |ψ(0)⟩. (3.3)

Furthermore, one can avoid treating the many-body problem directly by considering
the corresponding auxiliary Kohn-Sham system of noninteracting electrons,

i
∂ψi(r, t)

∂t
=
(

− h̄2∇2

2m
+ Vs(r, t) + σ̄ · Ws(r, t)

)
ψi(r, t), (3.4)

which, by construction, yields the same time-dependent four-component electron den-
sity as the many-body system. In this way, the problem is reduced to the solution of
the time-dependent Schrödinger equation with time-dependent effective fields

Wµ
s (r, t) = Wµ

s [nν ](r, t) = δµ,0Vnuc(r) +Wµ
ext(r, t) + δµ,0VH[n(t)](r) +Wµ

xc[nν ](r, t),
(3.5)

where VH[n(t)](r) denotes the instantaneous Hartree potential (2.12), evaluated using
n(r, t). As usual however, the formal difficulty of the scheme lies in finding suitable
approximations to the time-dependent exchange-correlation potential, which now for-
mally depends on the four-component density nµ(r, t′) at all previous times t′ ≤ t.
For the remainder of this chapter, the focus will be to use the framework of TDDFT
to compute susceptibilities of materials. For an in-depth treatment of TDDFT and
related topics, the reader is referred to relevant literature such as [62].

3.2 Four-component susceptibility tensor
If the external electromagnetic field (3.2a) is weak, the response to the perturbation
will be linear and may be characterized in terms of the four-component susceptibility
tensor. That is, the induced change in four-component electron density will, to linear
order, be given by the response relation (1.25),

δnµ(r, t) =
∑
ν

∫ ∞

−∞
dt′
∫
dr′ χµν(r, r′, t− t′)W ν

ext(r′, t′), (3.6)

where χµν(r, r′, t − t′) is the retarded susceptibility in the four-component electron
density coordinates of the system, as defined by the Kubo formula (1.3):

χµν(r, r′, t− t′) = − i

h̄
θ(t− t′)⟨ [n̂µ0 (r, t− t′), n̂ν(r′)] ⟩0. (3.7)
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Likewise, one may from the Kubo theory directly write up the spectrum of induced
eigenstate transitions from the dissipative part of the susceptibility (1.7b),

Sµν(r, r′, ω) = − 1
2πi

[χµν(r, r′, ω) − χνµ(r′, r,−ω)] (3.8)

=
∑
α,α′

nµαα′(r)nνα′α(r′)(nα − nα′) δ
(
h̄ω − (Eα′ − Eα)

)
. (3.9)

In this way, the four-component susceptibility tensor comprises the central object of
interest for studying the (linear) spectral properties of any electronic system. The tran-
sition matrix elements weighting the spectrum are the four-component pair densities,
nµαα′(r) = ⟨α|n̂µ(r)|α′⟩, and each element of the tensor represents the transitions that
can be induced by specific components of the external field. In particular, the mean
rate of energy absorption from a harmonic perturbation Wµ

ext(r, t) = Wµ
ext(r) cos(ω0t),

is given by [A]

Q̄ = πω0

2
∑
µ,ν

∫∫
drdr′ Wµ

ext(r)Sµν(r, r′, ω0)W ν
ext(r′), (3.10)

thus providing a formal theoretical background for spectroscopic techniques such as
inelastic neutron scattering [20].

3.2.1 Four-component plane wave susceptibility
For periodic crystals, where the response is diagonal in the reduced wave vector q, one
may represent the susceptibility tensor in the plane wave basis, that is, in terms of the
four-component plane wave susceptibility:

χµνGG′(q, ω) =
∫∫

drdr′

Ω
e−i(G+q)·rχµν(r, r′, ω)ei(G′+q)·r′

. (3.11)

In the Lehmann representation, see Equations (1.5) and (1.39), χµνGG′(q, ω) stands out
as a clear spin-dependent generalization of the dielectric function, first derived by Adler
[63] and Wiser [64]:

χµνGG′(q, ω) = lim
η→0+

1
Ω
∑
α,α′

nµαα′(G + q)nνα′α(−G′ − q)
h̄ω − (Eα′ − Eα) + ih̄η

(nα − nα′). (3.12)

Similar to the dielectric function, the four-component plane wave susceptibility only
includes transitions with a difference in crystal momentum h̄qα′α = h̄q. Otherwise,
the reciprocal space pair densities,

nµαα′(G + q) =
∫
dr e−i(G+q)·rnµαα′(r), (3.13)

vanish. Thus, the four-component plane wave susceptibility specifically characterizes
quasi-particle excitations of crystal momentum h̄q.



3.2 Four-component susceptibility tensor 26

To illustrate the direct physical significance of the four-component plane wave sus-
ceptibility, the response to a general Bloch wave perturbation (1.31) is considered,

Ĥext(t) =
∑
ν

∑
G′

∫
dr n̂ν(r)1

2

[
W ν

ext,G′ ei([G′+q0]·r−ω0t) + c.c.
]
, (3.14)

=
∑
ν

∑
G′

∫
dr n̂ν(r)

[
Re
{
W ν

ext,G′

}
cos([G′ + q0] · r − ω0t)

− Im
{
W ν

ext,G′

}
sin([G′ + q0] · r − ω0t)

]
, (3.15)

where the plane wave coefficient W ν
ext,G′ are allowed to be complex in order to include

the possible mixing of even and uneven frequency components. Using the response
(1.37) to a single plane wave perturbation (1.36), the induced change in the four-
component electron density can then be written up directly,

δnµ(r, t) =
∑
ν

∑
G,G′

1
2

[
χµνGG′(q0, ω0)W ν

ext,G′ ei([G+q0]·r−ω0t)

+ χµν−G−G′(−q0,−ω0)W ν∗
ext,G′ e−i([G+q0]·r−ω0t)

]
, (3.16)

illustrating once again the literal interpretation of χµνGG′(q, ω) as a plane wave suscep-
tibility. Using this result, the mean rate of energy absorbed by the system can be
calculated [42]:

Q̄ = ω0

2π

∫ 2π/ω0

0
dt
∑
µ

∫
dr dW

µ
ext(r, t)
dt

δnµ(r, t). (3.17)

The procedure goes as follows. First, the time average is carried out. This retains only
the terms, where the perturbation and the response are out-of-phase, see Equations
(3.14) and (3.16). Secondly, the plane wave components are matched by the spatial
integration. Lastly, indices on half of the terms are exchanged to rewrite the absorption
in terms of the spectrum of induced transitions (1.40):

Q̄ = −ω0

2
∑
µ,ν

∑
G,G′,G′′

∫
dr 1

2i

[
Wµ∗

ext,G e−iG·r χµνG′G′′(q0, ω0)W ν
ext,G′′ eiG

′·r

−Wµ
ext,G eiG·r χµν−G′−G′′(−q0,−ω0)W ν∗

ext,G′′ e−iG′·r
]
,

= −ω0

2
Ω
∑
µ,ν

∑
G,G′

1
2i

[
Wµ∗

ext,G χµνGG′(q0, ω0)W ν
ext,G′

−Wµ
ext,G χµν−G−G′(−q0,−ω0)W ν∗

ext,G′

]
,

= πω0

2
Ω
∑
µ,ν

∑
G,G′

Wµ∗
ext,G SµνGG′(q0, ω0)W ν

ext,G′ . (3.18)

In this way, the analogy to the real-space representation of (3.10) is complete. The
mean rate of energy absorption is of course a real quantity, even though it is not so
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clear from Equation (3.18). However, as the four-component density is an Hermitian
operator, SµνGG′(q, ω) = Sνµ∗

G′G(q, ω)1. Using this identity, it is straight-forward to show
that the imaginary terms in Equation (3.18) cancel out identically, so that:

Q̄ = πω0

2
Ω
∑
µ,ν

∑
G,G′

Re
[
Wµ∗

ext,G SµνGG′(q0, ω0)W ν
ext,G′

]
. (3.19)

Looking at Equation (3.15), one can thus conclude that the real part of SµνGG′(q, ω) is
responsible for the energy dissipation from external electromagnetic field components
that oscillate in-phase, whereas the imaginary part of SµνGG′(q, ω) gives the energy
dissipation resulting from the out-of-phase field components.

3.2.2 Transverse magnetic susceptibility
In order to study quasi-particle excitations which change the spin angular momentum
of the system, the relevant component of the susceptibility tensor is the transverse
magnetic susceptibility,

χ+−(r, r′, t− t′) = − i

h̄
θ(t− t′)⟨ [n̂+

0 (r, t− t′), n̂−(r′)] ⟩0, (3.20)

where n̂+(r) and n̂−(r) are the spin-raising and spin-lowering electron density operators
respectively:

n̂+(r) = 1
2

(
n̂x(r) + in̂y(r

)
= ψ̂†

↑(r)ψ̂↓(r), (3.21)

n̂−(r) = 1
2

(
n̂x(r) − in̂y(r)

)
= ψ̂†

↓(r)ψ̂↑(r). (3.22)

Similarly, one may also interchange the + and − indices in Equation (3.20) to define
χ−+, but as n̂+(r) and n̂−(r) are each others Hermitian conjugates, χ+−(r, r′, ω) =
χ−+∗(r, r′,−ω) [A], and it is sufficient to study only one of them.

The transverse magnetic susceptibility directly characterizes the response towards
perturbations in the circular magnetic field components W±

ext(r, t) = W x
ext(r, t) ±

iW y
ext(r, t). Rewriting the linear response relation (3.6) in circular coordinates j ∈

{0,+,−, z} [A]:

δnj(r, t) =
∑
k

∫ ∞

−∞
dt′
∫
dr′ χjk(r, r′, t− t′)W̆ k

ext(r′, t′). (3.23)

Here, χjk is the four-component susceptibility in circular coordinates, defined from the
Kubo formula (3.7), and the breve accent on the external field is responsible for match-
ing + and − components,

(
W̆ j
)

=
(
V,W−,W+,W z

)
. Thus, in the nonrelativistic

limit, where the total spin projection along the z-axis, Sz, is taken as a good quantum
1Actually, it directly implies that χµν

GG′ (q, ω) = χµν∗
−G−G′ (−q, −ω) [A]. However, from this identity:

Sµν
GG′ (q, ω) = [χµν

GG′ (q, ω) − χνµ
−G′−G(−q, −ω)]/(2i) = [χµν∗

−G−G′ (−q, −ω) − χνµ∗
G′G(q, ω)]/(2i) =

Sνµ∗
G′G(q, ω).
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number, one may probe the spin-raising and spin-lowering eigenstate transitions of a
material, by using perturbative methods that couple to the system like a transverse
magnetic field. In particular, by tracking the energy dissipation (3.19), one may di-
rectly probe the spectrum of transverse magnetic transitions S+−

GG′(q, ω), see Equation
(1.40). In the zero temperature limit, see Equations (1.43) and (1.44), the spectrum
directly yields the spectral functions for spin-raising and spin-lowering excitations to
the ground state |α0⟩, at negative and positive frequencies respectively:

S+−
GG′(q, ω) = A+−

GG′(q, ω) −A−+
−G′−G(−q,−ω), (3.24)

A+−
GG′(q, ω) = 1

Ω
∑
α̸=α0

n+
0α(G + q)n−

α0(−G′ − q)δ
(
h̄ω − (Eα − E0)

)
. (3.25)

In this way, one can directly study transverse magnetic quasi-particles of energy h̄ω =
Eα−E0, crystal momentum h̄q and spin projection ±h̄. In particular, one may extract
the magnon dispersion relation and probe the many-body Stoner continuum of spin-
flipped electron hole pairs.

3.3 Linear response TDDFT
The general aim of theoretical spectroscopy is similar to that of the analogous experi-
mental techniques, that is, to compute excited states spectra like S+−

GG′(q, ω) directly,
without explicitly having to deal with the many-body wave function of the ground and
excited states. Within the framework of linear response TDDFT (LR-TDDFT), this
aim is achieved by utilizing that it is, in principle, straight-forward to calculate the
susceptibility of the noninteracting Kohn-Sham system at zero temperature. In par-
ticular, the Kohn-Sham four-component susceptibility tensor is given by the Lehmann
representation [A]

χµνKS(r, r′, ω) = lim
η→0+

1
N2
k

∑
nk

∑
mk′

(fnk − fmk′)
nµnk,mk′(r)nνmk′,nk(r′)
h̄ω − (ϵmk′ − ϵnk) + ih̄η

, (3.26)

where nµnk,mk′(r) are the Kohn-Sham four-component pair densities of the Kohn-Sham
Bloch wave spinors of band indices n, m and wave vectors k, k′, with single-particle
energies ϵnk, ϵmk′ and occupation numbers fnk, fmk′ :

nµnk,mk′(r) =
∑
s,s′

σµss′ψ
∗
nks(r)ψmk′s′(r). (3.27)

Comparing Equation (3.26) to the generalized Lehmann representation (1.5), factors of
Nk = Ω/Ωcell have been extracted from the Kohn-Sham spinors in order to normalize
the pair densities to the unit cell. Now, whereas the Kohn-Sham susceptibility may
be used to study noninteracting electron-hole pair excitations in the Kohn-Sham band
structure, it is not in general a good approximation for the many-body susceptibil-
ity. However, assuming that the induced change in the xc potential with respect to
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the ground state (δWµ
xc(r, t)) depends linearly on the external electromagnetic fields

Wµ
ext(r, t) in the limit where the perturbation is weak, the change of effective fields in

the Kohn-Sham system, δWµ
s (r, t), is itself a perturbative quantity. In this case, the

Kohn-Sham susceptibility can be related directly to the many-body susceptibility of
the system through a Dyson equation [36]:

χµν(r, r′, ω) =χµνKS(r, r′, ω)

+
∑
τ1,τ2

∫∫
dr1dr2 χ

µτ1
KS (r, r1, ω)Kτ1τ2

Hxc (r1, r2, ω)χτ2ν(r2, r′, ω). (3.28)

The only ingredient needed from TDDFT is the Hartree-exchange-correlation kernel,

Kτ1τ2
Hxc (r1, r2, t1 − t2) =

δW τ1
Hxc(r1, t1)

δnτ2(r2, t2)
, (3.29)

which itself is evaluated at the ground state four-component density nµ(r). In this way,
one can compute the Kohn-Sham susceptibility and Hxc kernel based on a given DFT
ground state and retrieve the full many-body susceptibility by inversion of the Dyson
equation (3.28). However, δWµ

s (r, t) can only be treated as a perturbative quantity, if
the approximation to the exchange-correlation kernel is consistent with the xc potential
of the ground state. Otherwise, the Dyson equation (3.28) breaks down and one is not
guaranteed to obtain a meaningful approximation for χµν(r, r′, ω).

3.4 Adiabatic local density approximation
The simplest, and most widely used, class of approximations to the exchange-correlation
kernel are the adiabatic kernels. In this section, the adiabatic LDA kernel is introduced,
first in the context of the spin-paired theory, generalizing to spin-density functional
theory afterwards.

3.4.1 ALDA for spin-paired DFT
The philosophy of the adiabatic kernel is to neglect the memory of the xc potential,
that is, let the potential depend only on the instantaneous electron density [65],

V adia
xc [n](r, t) = V gs

xc [n(t)](r), (3.30)

using some approximation for the ground state xc potential V gs
xc [n](r). In the adiabatic

limit, where the time-scale of the external potential is much longer than any time-scale
of the electronic system, the system will always be in its instantaneous ground state,
making the adiabatic form (3.30) exact [65]. However, as the work of the present thesis
also illustrates, the adiabatic approximation can also be an appropriate one beyond
the ω → 0 limit. In the adiabatic approximation, the time-dependent kernel is written
in terms of the static kernel fxc(r, r′),

Kadia
xc [n](r, r′, t− t′) = δV gs

xc [n](r)
δn(r′)

∣∣∣∣
n=n(r)

δ(t− t′) = fxc[n](r, r′) δ(t− t′), (3.31)
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where n(r) is the ground state density in absence of the external perturbation and

fxc[n](r, r′) = δ2Exc[n]
δn(r)δn(r′)

, (3.32)

using some approximation for the (ground state) exchange-correlation functional Exc[n].
Applying the adiabatic approximation to the LDA exchange-correlation functional

(2.30), the so-called adiabatic local density approximation (ALDA) is obtained. In the
LDA,

fLDA
xc [n](r, r′) =

[
∂2ϵxc

∂n2

∣∣∣∣
n=n(r)

n(r) + 2 ∂ϵxc

∂n

∣∣∣∣
n=n(r)

]
δ(r − r′) = fLDA

xc
(
n(r)

)
δ(r − r′) ,

(3.33)

meaning that the static kernel is completely local and depends only on the local electron
density n(r). By design, the ALDA kernel is exact in the static long wavelength limit
of the homogeneous electron gas, see [66] and the references therein. For the HEG,
where n(r) = n, the static LDA kernel becomes a simple function of n and r − r′,

fLDA
xc (n, r − r′) =

[
∂2ϵxc

∂n2 n+ 2∂ϵxc

∂n

]
δ(r − r′) = fLDA

xc (n)δ(r − r′) , (3.34)

yielding a constant kernel in reciprocal space fLDA
xc (n, q) = fLDA

xc (n) = fHEG
xc (q →

0, ω = 0). It is important to note, that the ALDA is not exact for the HEG beyond
the long wavelength limit. This is discussed in much more detail in Section 7.5 and
essentially provides the starting point for the development of a new class of nonlocal
exchange-correlation functionals presented in Chapter 8.

3.4.2 ALDA for spin-density functional theory
Also the spin-dependent ALDA kernel is local in space and time, in this case depending
locally on the ground state electron density n(r) and the magnetization m(r). Based
on the LSDA functional (2.32),

Kτ1τ2
ALDA(r1, r2, t1 − t2) = fτ1τ2

LSDA
(
n(r1),m(r1)

)
δ(r1 − r2) δ(t1 − t2) , (3.35)

where the static LSDA kernel is straight-forward to evaluate from the xc energy per
electron of the homogeneous electron gas:

fτ1τ2
LSDA

(
n(r),m(r)

)
=
∂2[ϵxc(n, |m|)n

]
∂nτ1∂nτ2

∣∣∣∣∣
n=n(r),m=m(r)

. (3.36)

In particular, if the there is no transverse magnetization in the ground state, nx(r) =
ny(r) = 0, the transverse LSDA kernel may be evaluated directly from the effective
spin-polarizing field:

f−+
LSDA

(
n(r), nz(r)

)
=

2W z
xc,LSDA

(
n(r), nz(r)

)
nz(r)

. (3.37)
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3.5 Transverse magnetic susceptibility with LR-TDDFT
For the work leading to this thesis, the transverse magnetic susceptibility is computed
in a collinear approximation only. In the nonrelativistic limit, the four-component
susceptibility tensor becomes block diagonal,

χ[0,+,−,z] =


χ00 0 0 χ0z

0 0 χ+− 0
0 χ−+ 0 0
χz0 0 0 χzz

 , (3.38)

and for collinear ground states, the transverse magnetic susceptibility decouples from
the remaining components of the Dyson equation (3.28), see e.g. [A]. Using the trans-
verse LSDA kernel (3.37), one is thus left with a single Dyson equation to invert:

χ+−(r, r′, ω) = χ+−
KS (r, r′, ω) +

∫
dr1 χ

+−
KS (r, r1, ω)f−+

LSDA(r1)χ+−(r1, r′, ω). (3.39)

In the computer implementation developed for this thesis, the Dyson equation is in-
verted as a simple matrix equation in the plane wave basis:

χ+−
[G] (q, ω) =

(
1 − χ+−

KS (q, ω)f−+
LSDA

)−1
[G] χ

+−
KS,[G](q, ω). (3.40)

The computationally most expensive step is therefore to compute the Kohn-Sham plane
wave susceptibility, which for a collinear ground state is given by [A]

χ+−
KS,GG′(q, ω) = lim

η→0+

1
Ω
∑

k

∑
n,m

(fnk↑ − fmk+q↓)

×nnk↑,mk+q↓(G + q)nmk+q↓,nk↑(−G′ − q)
h̄ω − (ϵmk+q↓ − ϵnk↑) + ih̄η

, (3.41)

where spin now is included in the state index, see Equation (2.36). The collinear Kohn-
Sham reciprocal space pair densities are readily calculated from the unit cell normalized
Kohn-Sham orbitals,

nnks,mk+qs′(G + q) =
∫

Ωcell

dr e−i(G+q)·rψ∗
nks(r)ψmk+qs′(r), (3.42)

such that the dynamic transverse magnetic susceptibility can be computed based on
properties of the time-independent Kohn-Sham system alone.

3.6 Further reading
This chapter concludes the theoretical background for the main project of this thesis:
Computing transverse magnetic excitation spectra from first principles. In Publication
[A], an extensive theoretical treatment of the four-component susceptibility tensor can
be found, focusing particularly on the calculation of the transverse magnetic suscepti-
bility within LR-TDDFT. Therefore, it might benefit the reader at this point to consult
Section II of the paper, named ”Theoretical magnon spectroscopy”. The section starts
at page 38 of this thesis.



CHAPTER 4
Methodology: Transverse
magnetic susceptibility in

the PAW method
To enable the computation of magnon spectra from first principles, we have developed
a transverse magnetic susceptibility module for the linear response implementation
[67] in the open-source GPAW electronic structure code [37, 38]. In this module,
χ+−

GG′(q, ω) can be calculated within the projector augmented-wave (PAW) method
[39] using the ALDA xc kernel. The details of the implementation are thoroughly
described in Publication [A], which also documents the magnon dispersion convergence
for the itinerant ferromagnets Fe, Ni and Co with respect to the key computational
parameters.

The major achievement of the implementation is, that we are able to demonstrate
strict convergence of the magnon dispersion relation. Because the PAW method is for-
mally exact and that the plane wave basis in the limit of an infinite plane wave cutoff is
complete, our results are without loss in generality up to the limitations of the actual
PAW setups. For this reason, we consider our methodology to be ideal for benchmark-
ing the performance of ALDA LR-TDDFT for theoretical magnon spectroscopy.

Instead of reiterating the computational details and convergence study of our method
paper, we will instead use the present chapter to highlight the essential novelties of
the method development, without which absolute convergence could not have been
achieved. In this way, the reader is provided with a look ”under the hood” and hopefully
also some benefit of hindsight. For the remainder of the chapter, we will therefore
assume that the reader is familiar with the content of Section III of Publication [A],
named ”Computational implementation”. The section starts on page 43 of this thesis.

4.1 Plane wave expansion of the ALDA kernel
The major numerical difficulty associated with computing plane wave susceptibilities
within the LR-TDDFT framework is, perhaps to some surprise, performing spatial
Fourier transforms. In the PAW method such steps are separated into two: (1) Fourier
transforming the smooth contribution to a quantity due to the pseudowaves and (2)
Fourier transforming the PAW correction. The first is easy enough. Smooth quanti-
ties such as the smooth pair densities ñnks,mk+qs′(r) and the smooth LSDA kernel
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f−+
LSDA

(
ñ(r), ñz(r)

)
can be represented effectively on a regular real space grid and fast-

fourier-transformed to reciprocal space. However, this is not the case for the PAW
corrections, which need fine-grained evaluation inside the augmentation spheres of
each atom in the unit cell.

In the original response implementation [67], the PAW correction for the recipro-
cal space kernel was evaluated by point integrating the Fourier transform inside the
augmentation sphere of each atom a:

∆fa,−+
LSDA(K) = e−iK·Ra

∫ Ra
c

0
r2dr

∫
dr̂ e−iK·rr̂∆fa,−+

LSDA(rr̂). (4.1)

For the radial part of the integration, a dense nonlinear grid was used, and for the
angular degrees of freedom, a Lebedev quadrature of degree 11. On such a quadrature,
angular integrals can be evaluated exactly for polynomials up to order 11. This is of
course very impressive, but the problem is, that the plane wave components e−iK·rr̂

rapidly breaks the polynomial order, and already for plane wave components at a cutoff
of 225 eV, the integration becomes imprecise for r > a0.

Of course, one could then use a progressively more dense angular grid with increasing
locality of the plane wave components. However, to obtain a scalable implementation,
we instead take advantage of the fact that the kernel correction itself, ∆fa,−+

LSDA(rr̂), does
not break the polynomial order. Thus, it is straight-forward to represent the kernel
in terms of real spherical harmonics, which can be Fourier transformed analytically.
Furthermore, this strategy is also consistent with the original implementation of the
the pair density PAW corrections [67].

4.2 Convergence of the Kohn-Sham Stoner continuum
When we compute the Kohn-Sham susceptibility (3.41), the summation over k-points
is performed by means of point integration using a finite broadening parameter η.
However, as we show in great detail in Publication [A], this makes it a significant
challenge to obtain a strict convergence of the low frequency Stoner continuum, and
thus the magnon dispersion of itinerant magnets in turn.

The main difficulty arises, because the k-point grid density and broadening parameter
η cannot be chosen independently. Essentially, the broadening parameter η defines a
minimal k-point density needed to converge the Stoner continuum, while η should also
be chosen small enough as not to influence the magnon dispersion. In fact, we find that
a choice of η ≤ 50 meV is needed for a reliable benchmark of the magnon dispersion in
Fe, Ni and Co. However, overcoming this difficulty was worth the effort: It was only
once we had a firm grasp on the Stoner continuum convergence, that we actually were
able to demonstrate convergence of the magnon dispersion with a finite plane wave
basis cutoff.

To evaluate the convergence of the Stoner continuum, we compare the spectrum of
differently aligned k-point grids with the same k-point density. To be as transpar-
ent as possible, we introduce a quantitative heuristic for the convergence of the low



4.3 Gap error corrections 34

frequency Stoner continuum, namely the average frequency displacement ⟨∆ω⟩. The
low frequency spectrum is then considered fully converged, if ⟨∆ω⟩ ≤ 5 meV for a
given k-point density and broadening η. In general, we believe that it is healthy to
have a quantitative measure of Kohn-Sham spectrum convergence for the purpose of
benchmark studies. However, for more general studies, where the convergence criteria
can be relaxed a bit, it would in most cases be sufficient simply to conduct a visual
comparison of the Kohn-Sham spectra at different grid alignments.

At this point, it is important to stress, that a strict convergence of the Kohn-Sham
spectra using the presented methodology is a costly affair. We end up using k-point
grid densities of 23-29 Å, which makes the evaluation of magnon spectra a computation-
ally very demanding task, even for mono-atomic systems. Going forward, one should
therefore strongly consider to implement more advanced methodology in order to lower
the k-point density demand for obtaining converged spectra at a given broadening η.
In this regard, both the techniques of analytic continuation and linear tetrahedron
interpolation have previously been proved effective [18, 19].

4.3 Gap error corrections
Whereas the spin rotational symmetry in the nonrelativistic limit physically implies the
existence of a gapless acoustic magnon mode, this is well-known not to be guaranteed
within the numerical approximations of an actual LR-TDDFT implementation [18, 28,
30]. Indeed, it seems from our results, that one would need an infinite plane wave basis
in order to converge the gap error ωΓ. Our strategy to circumvent this issue is a simple
one. We simply apply a rigid shift to the magnon dispersion, such that ωq=0 = 0
independently of the numerical parameters. This is trivially an exact procedure in the
limit of vanishing numerical approximations, and we can take the converged magnon
dispersion calculated this way as numerically accurate. For this reason, it is not a
trivial result, that we find the magnon dispersion to converge with a finite number of
bands and a finite plane wave cutoff. Rather, it means that a gap error correction
scheme can be accurate, even though the gap error itself is finite.



CHAPTER 5
Results: Magnons in

itinerant ferromagnets
Using the implemented methodology, we have studied the transverse magnetic exci-
tations in the itinerant ferromagnets Fe, Ni, Co (fcc/hcp) and MnBi, with results
documented in Publications [A] and [B]. Whereas, the ferromagnets Fe, Ni and Co
have been thoroughly studied in previous literature and serve more as a benchmark
for our computational implementation, the permanent magnet candidate MnBi has
not previously been studied by the means of theoretical magnon spectroscopy. Scien-
tifically, MnBi is furthermore an interesting system to study due to its pronounced
correlation effects, despite being a metal.

In this chapter and the next, we will rely heavily on the publications of the thesis to
present the results and conclusions from our studies. In the main body of the text, we
will instead briefly summarize major results and add a bit of discussion in regards to
the overall scope of the project.

5.1 Publication A: Dynamic transverse magnetic
susceptibility in the projector augmented-wave
method: Application to Fe, Ni, and Co

In Publication [A], we manage to reproduce the conclusions from previous theoretical
accounts [18, 25, 27, 30, 31, 33] of the general agreement between theoretical ALDA
results and the experimentally observed magnon dispersion of basic itinerant ferro-
magnets. For Fe and hcp-Co, the comparison to experiment is good, for fcc-Co it is
excellent, but for fcc-Ni, ALDA fails to reproduce the experimental dispersion. The
shortcoming in the case of Ni is, at least in part, due to the exchange splitting being
overestimated by a factor of two in LDA [25]. Therefore, in order to theoretically
reproduce experimental dispersion relations consistently, or just to match the fcc-Ni
dispersion in particular, approximations beyond the ALDA are needed. However, it
is neither sufficient to apply a Hubbard correction to the ground state functional nor
to add a gradient correction in the adiabatic approximation [25, 31]. On the contrary,
both extensions to the LDA actually increase the magnon bandwidth, opposite of the
desired trend. Instead, it has been proposed to look towards nonlocal effects in the xc
kernel [68]. This gives reason to hope that the new class of nonlocal xc functionals and
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kernels which is presented in Chapter 8 could possibly improve the correspondence
with experiment. However, the development is still at a very early stage, far from
actual testing for the use within theoretical magnon spectroscopy.

In Publication [A], we also discuss similarities and differences between the (A)LDA
magnon dispersions resulting from different implementations. In general, all implemen-
tations, including ours, yield similar dispersion relations in the long wavelength q → 0
limit, where the magnons are undamped. However, there is only a qualitative agree-
ment of results for Landau damped magnon branches inside the Stoner continuum. We
believe that the main source of discrepancies in this regard are derived from the un-
derlying DFT ground states, maybe with some influence from the gap error correction
schemes as well. Despite the quantitative discrepancies inside the Stoner continuum,
there is a good qualitative agreement between the methods, when it comes to the
itinerant magnon effects observed in the spectra. Especially in Fe and Ni there are
pronounced effects of itinerancy, such as stripe-like Stoner pair features, coexistence of
multiple magnon modes and disappearance of the collective magnon mode. Especially
in the case of Fe, it would be of fundamental interest to experimentally investigate
the short wavelength magnon excitations in more detail, to see if the itinerant electron
effects predicted with the ALDA can be directly observed in actual experiments.

On the next pages, Publication [A] is printed in copy. If the reader has followed
the chronology of the thesis, taking the given suggestions for individual paper passages
to read, the reader will already be familiar with Sections II and III, as well as the
appendix of the paper. Upon reading the introduction of the paper, the reader might
therefore want to jump directly to Section IV, named ”Results”. This section starts at
page 53 of the thesis.
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We present a first principles implementation of the dynamic transverse magnetic susceptibility in the frame-
work of linear response time-dependent density functional theory. The dynamic susceptibility allows one to
obtain the magnon dispersion as well as magnon lifetimes for a particular material, which strongly facilitates
the interpretation of inelastic neutron scattering experiments as well as other spectroscopic techniques. We apply
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I. INTRODUCTION

The dynamic transverse magnetic susceptibility is a central
object of interest in the study of magnetic excitations. It is a
fundamental material property giving the induced transverse
magnetization in response to external perturbations such as
transverse magnetic fields. In particular, the susceptibility has
poles at frequencies corresponding to the magnon quasiparti-
cle excitations of the material. Magnons are relevant for both
theoretical development and technological applications. They
have been proposed to play a role in the pairing mechanism
of certain classes of high-temperature superconductors [1,2]
and may possibly be used as a medium for data communi-
cation and processing in future magnonics-based information
technology devices [3]. Moreover, a wide range of thermody-
namical properties, such as the heat capacity and Curie/Néel
temperature, are directly related to the temperature depen-
dence of the susceptibility [4].

Experimentally, the transverse magnetic susceptibility can
be directly probed by, or at least inferred from, a wide range
of different spectroscopic techniques including inelastic neu-
tron scattering (INS) [5,6], spin-polarized electron energy loss
spectroscopy (SPEELS) [7,8], inelastic scanning tunneling
spectroscopy (ISTS) [9–11], and resonant inelastic x-ray spec-
troscopy (RIXS) [12]. From the measured magnon dispersion,
it is possible to extract valuable information about the under-
lying quantum system. The interpretation and analysis needed
to accomplish this often rely on theoretical calculations—
based on either models or a first principles treatment.

From a computational point of view, calculating the
magnon dispersion poses a major challenge due to the many-

*tolsen@fysik.dtu.dk

body nature of collective magnetic excitations. For first
principles calculations there essentially exist two different
approaches for obtaining the linear dynamic susceptibility:
(1) many-body perturbation theory where the susceptibility
is obtained by solving a Bethe-Salpeter equation [13–18]
and (2) time-dependent density functional theory (TDDFT)
[19–21], which (although exact in principle) is limited by
approximations for the applied exchange-correlation kernel.
Both of these methods are restricted to T = 0 and thermo-
dynamical properties are currently inaccessible by direct ab
initio methods. Nevertheless, the T = 0 limit of the sus-
ceptibility provides fundamental insight into the magnetic
properties of a given material and one can directly extract the
magnon spectrum from it. In this paper, we present an im-
plementation of the transverse magnetic susceptibility within
linear response time-dependent density functional theory (LR-
TDDFT) [19–22] in the projected augmented wave method
(PAW) [23]. Applying the adiabatic local density approxima-
tion (ALDA) for the exchange-correlation kernel, we study
the magnon spectrum of itinerant ferromagnets iron, nickel,
and cobalt. The extracted magnon dispersions agree well with
experimental results, except for the case of fcc-Ni, where LDA
is known to overestimate the exchange splitting energy by a
factor of two [15].

Through a rigorous convergence analysis, we address some
of the general computational challenges in performing the-
oretical magnon spectroscopy on itinerant ferromagnets. We
neglect spin-obit effects in our calculations, which implies the
existence of a gapless acoustic magnon mode with ωq=0 = 0.
The gapless mode is fundamentally protected by symmetry,
but in a numerical treatment the vanishing gap is not protected
against numerical inconsistencies or general numerical lim-
itations such as truncation of basis sets or electronic bands.
Through a systematic convergence analysis, we pinpoint
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contributions to the gap error from different computational
parameters and show that the problem can be effectively
overcome by applying a gap error correction procedure. This
conclusion validates the common practice in the literature
[24–27]. Furthermore, we discuss the convergence of magnon
modes inside the Stoner continuum, the transverse magnetic
continuum of single-particle excitations. Overlap with the
Stoner continuum gives rise to Landau damping of the col-
lective magnon modes, which manifests itself as a broadening
in the magnon line shape. From a numerical perspective, the
treatment of Landau damped magnons is particularly chal-
lenging as they require a good continuum description of the
low-frequency Stoner excitations. In this regard, we present
an empirical convergence parameter, which directly allows
one to extract the minimal spectral broadening required to
smoothen out the low-frequency Stoner excitations of a given
k-point sampling.

The paper is organized as follows. In Sec. II the dynamic
transverse magnetic susceptibility is formally introduced and
its relation to quasiparticle excitations discussed. The LR-
TDDFT methodology is presented, and it is shown how one
can compute the dynamic transverse magnetic susceptibility
within the ALDA. In Secs. III A–III C the technical details of
the implementation within the PAW method are given, and
in Secs. III D–III G the convergence analysis of the imple-
mentation is provided. The converged transverse magnetic
excitation spectra of bcc-Fe, fcc-Ni, fcc-Co, and hcp-Co
are presented and discussed in Sec. IV. Finally, a summary
and outlook are given in Sec. V. The general theoretical
framework applied throughout the paper is complemented by
Appendix A, which provides a self-contained presentation of
the Kubo theory for spectroscopy in periodic crystals.

II. THEORETICAL MAGNON SPECTROSCOPY

In this section, the fundamentals of theoretical magnon
spectroscopy are presented. The transverse magnetic plane
wave susceptibility is introduced as the central macroscopic
quantity of interest, its connection with magnon quasiparticles
is discussed, and it is shown how to compute it within LR-
TDDFT. Finally, the Goldstone theorem and sum rules are
discussed.

Throughout the main body of the paper, the Born-
Oppenheimer approximation is employed, and only the linear
response in electronic coordinates is considered. Furthermore,
zero temperature is assumed, and contributions from the or-
bital magnetization are neglected.

A. The four-component susceptibility tensor

For an electronic Hamiltonian, Ĥ0, the magnetic response
(neglecting contributions from orbital magnetization) may be
described in terms of the four-component electron density
operator

n̂μ(r) =
∑
s,s′

σ
μ

ss′ ψ̂
†
s (r)ψ̂s′ (r), (1)

with μ ∈ {0, x, y, z}. The index s indicates the spin projection,
↑ or ↓, and σμ = (σ 0, σ x, σ y, σ z ) is composed of the Pauli
matrices augmented by the 2 × 2 identity matrix σ 0. The

electron density degrees of freedom are perturbed by an ex-
ternal (classical) electromagnetic field:

Ĥext (t ) =
∑

μ

∫
dr n̂μ(r)W μ

ext (r, t ), (2a)

(
W μ

ext (r, t )
) = (

V μ
ext (r, t ), Wμ

ext (r, t )
)

= (−eφext (r, t ), μBBext (r, t )), (2b)

where −e is the electron charge, μB is the Bohr magneton,
while φext (r, t ) and Bext (r, t ) are the external scalar poten-
tial and magnetic field, respectively. The response to the
perturbation (2) may be quantified in terms of the change
in four-component density, δnμ(r, t ) = 〈n̂μ(r, t )〉 − 〈n̂μ(r)〉0,
where 〈·〉0 denotes the expectation value with respect to the
unperturbed ground state [see also Eqs. (A1) and (A2)]. To
linear order in the perturbing field, the induced density can be
written formally as

δnμ(r, t ) =
∑

ν

∫ ∞

−∞
dt ′

∫
dr′ χμν (r, r′, t − t ′)W ν

ext (r
′, t ′).

(3)
This equation defines the retarded four-component suscepti-
bility tensor χμν , which fully characterizes the linear response
of the system.

The susceptibility may be calculated from the Kubo for-
mula [Eq. (A3)]:

χμν (r, r′, t − t ′) = − i

h̄
θ (t − t ′)

〈 [
n̂μ

0 (r, t ), n̂ν
0 (r′, t ′)

]〉
0, (4)

in which the four-component density operators carry
the time-dependence of the interaction picture, n̂μ

0 (r, t ) ≡
eiĤ0t/h̄ n̂μ(r) e−iĤ0t/h̄. In the frequency domain, one may ex-
press the susceptibility in terms of the system eigenstates,
Ĥ0|α〉 = Eα|α〉, that is, within the Lehmann representation
[see Eqs. (A4) and (A7)]

χμν (r, r′, ω) = lim
η→0+

∑
α �=α0

[
nμ

0α (r)nν
α0(r′)

h̄ω − (Eα − E0) + ih̄η

− nν
0α (r′)nμ

α0(r)

h̄ω + (Eα − E0) + ih̄η

]
. (5)

Here |α0〉 and E0 denote the ground state and ground state
energy, respectively. Thus, the dynamic four-component sus-
ceptibility tensor is comprised of simple poles at excitation en-
ergies h̄ω = Eα − E0, each weighted by the transition matrix
elements nμ

0α (r) = 〈α0|n̂μ(r)|α〉 and nν
α0(r′) = 〈α|n̂ν (r′)|α0〉.

In order to further illustrate the physics embedded in the
four-component susceptibility tensor, a single frequency com-
ponent is considered, W μ

ext (r, t ) = W μ
ext (r) cos(ω0t ). In this

case, the real and imaginary parts of the dynamic susceptibil-
ity determine the in- and out-of-phase response, respectively
[see Eq. (A15)]:

δnμ(r, t ) =
∑

ν

∫
dr′ {Re[χμν (r, r′, ω0)] cos(ω0t )

+ Im[χμν (r, r′, ω0)] sin(ω0t )}W ν
ext (r

′). (6)

Here it was used that the four-component density opera-
tor is Hermitian, n̂μ(r)† = n̂μ(r), such that χμν (r, r′,−ω) =
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χμν∗(r, r′, ω) [see Eq. (A14)]. The rate of energy absorp-
tion into the system under the perturbation (2) is given by
Q = d〈Ĥ〉/dt , and from (6) it then follows, that only the
out-of-phase response contributes to the energy dissipation on
average [see Eq. (A16)]:

Q̄ = −ω0

2

∑
μ,ν

∫∫
drdr′ W μ

ext (r)

× Im[χμν (r, r′, ω0)]W ν
ext (r

′). (7)

Now, instead of using χμν (r, r′,−ω) = χμν∗(r, r′, ω) to ex-
press the mean rate of energy absorption in terms of the
imaginary part of χμν , one may instead interchange summa-
tion and integration variables, such that it becomes expressed
in terms of the dissipative (anti-symmetric) part instead. This
is advantageous, because the dissipative part of χμν [defined
in Eq. (A5c)] is proportional to the spectral function of in-
duced excitations [see Eqs. (A8) and (A9)]

Sμν (r, r′, ω) ≡ − 1

2π i
[χμν (r, r′, ω) − χνμ(r′, r,−ω)] (8a)

= Aμν (r, r′, ω) − Aνμ(r′, r,−ω), (8b)

where

Aμν (r, r′, ω) ≡
∑
α �=α0

nμ
0α (r)nν

α0(r′) δ(h̄ω − (Eα − E0)). (9)

Using these definitions,

Q̄ = πω0

2

∑
μ,ν

∫∫
dr dr′ W μ

ext (r)Sμν (r, r′, ω0)W ν
ext (r

′). (10)

In this way, Eqs. (8), (9), and (10) comprise the linear response
formulation of the fact, that energy dissipation is directly
governed by the spectrum of induced excitations. This also
illustrates the direct connection to Fermi’s golden rule.

B. The four-component susceptibility tensor
in circular coordinates

In a collinear description, magnons are collective quasi-
particles carrying a unit of spin angular momentum. With the
ground state magnetization aligned along the z-axis (m(r) =
〈n̂z(r)〉0 ez), they are generated by the spin-raising and spin-
lowering operators,

n̂+(r) = 1
2 [n̂x(r) + in̂y(r] = ψ̂

†
↑(r)ψ̂↓(r), (11)

n̂−(r) = 1
2 [n̂x(r) − in̂y(r)] = ψ̂

†
↓(r)ψ̂↑(r), (12)

which flip the spin of a spin-down and a spin-up electron at po-
sition r, respectively. In terms of the external electromagnetic
field, spin-raising and spin-lowering excitations are induced
by the circular components

W ±
ext (r, t ) = W x

ext (r, t ) ± i W y
ext (r, t ), (13)

such that the perturbation from Eq. (2) can be written

Ĥext (t ) =
∫

dr
[
n̂(r)Vext (r, t ) + n̂+(r)W −

ext (r, t )

+ n̂−(r)W +
ext (r, t ) + σ̂ z(r)W z

ext (r, t )
]

=
∫

dr
∑

j

n̂ j (r)W̆ j
ext (r, t ), (14)

where j ∈ {0,+,−, z} and the breve accent is introduced
to reverse the ordering of + and − components (W̆ j ) =
(V,W −,W +,W z ). Using the relations (11) and (12), one may
also write the four-component susceptibility tensor in circu-
lar coordinates, where χ jk is given by the Kubo formula of
Eq. (4). For example, one obtains

χ x0 = χ+0 + χ−0,

χ xx = χ++ + χ+− + χ−+ + χ−−,

χ xy = −iχ++ + iχ+− − iχ−+ + iχ−−,

χ xz = χ+z + χ−z, (15)

where the spatial and temporal arguments have been sup-
pressed. Rewriting Eq. (3) in this manner yields the response
relation in circular coordinates:

δn j (r, t ) =
∑

k

∫ ∞

−∞
dt ′

∫
dr′ χ jk (r, r′, t − t ′)W̆ k

ext (r
′, t ′).

(16)
It should be noted that the circular components satisfy
χ−+(r, r′,−ω) = χ+−∗(r, r′, ω).

If the system is collinear, such that the total electronic
spin projection in the z-direction, Sz, can be taken as a good
quantum number, the products of transition matrix elements

n j
0α (r)nk

α0(r′) = 〈α0|n̂ j (r)|α〉〈α|n̂k (r′)|α0〉 (17)

vanish if n̂ j (r)n̂k (r′) results in a net change of Sz. Conse-
quently, several of the components vanish from the Lehmann
representation (5) for χ jk , and the tensor becomes block diag-
onal:

χ [0,+,−,z] =

⎛
⎜⎜⎜⎝

χ00 0 0 χ0z

0 0 χ+− 0
0 χ−+ 0 0

χ z0 0 0 χ zz

⎞
⎟⎟⎟⎠, (18)

χ [0,x,y,z] =

⎛
⎜⎜⎜⎝

χ00 0 0 χ0z

0 χ+− + χ−+ iχ+− − iχ−+ 0
0 −iχ+− + iχ−+ χ+− + χ−+ 0

χ z0 0 0 χ zz

⎞
⎟⎟⎟⎠.

(19)

Thus, in the collinear case, the transverse magnetic response
is completely decoupled from the longitudinal magnetic re-
sponse, given by χ zz, and the longitudinal dielectric response,
given by χ00:

δn+(r, t ) =
∫ ∞

−∞
dt ′

∫
dr′χ+−(r, r′, t − t ′)W +

ext (r
′, t ′),

(20a)

δn−(r, t ) =
∫ ∞

−∞
dt ′

∫
dr′χ−+(r, r′, t − t ′)W −

ext (r
′, t ′).

(20b)

For a spin-paired (nonmagnetic) collinear ground state,
spin-rotational symmetry implies that χ xx = χ yy = χ zz, but
also that χ xy = χ zx, χ z0 = χ x0 and χ0z = χ0x where all the
latter terms vanish as argued in Eq. (19). Thus, the magnetic
response is fully characterized by χ zz for nonmagnetic sys-
tems [28].
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C. The spectrum of transverse magnetic excitations

In periodic crystals, the linear response of a material may
be characterized by the four-component plane wave suscepti-
bility, which is defined in terms of the lattice Fourier transform
[see Eq. (A28)]:

χ
μν

GG′ (q, ω) ≡
∫∫

dr dr′


e−i(G+q)·rχμν (r, r′, ω)ei(G′+q)·r′

= lim
η→0+

1



∑
α �=α0

[
nμ

0α (G + q)nν
α0(−G′ − q)

h̄ω − (Eα − E0) + ih̄η

− nν
0α (−G′ − q)nμ

α0(G + q)

h̄ω + (Eα − E0) + ih̄η

]
. (21)

Here  is the crystal volume, G is a reciprocal lattice vector,
and q is a wave vector within the first Brillouin zone (BZ).
The reciprocal space pair densities nμ

αα′ (G + q) are Fourier
transforms of the spatial pair densities; see Eqs. (A32)–(A35).
The plane wave susceptibility gives the linear order plane
wave response ei([G+q]·r−ωt ) in density component μ to a plane
wave perturbation ei([G′+q]·r−ωt ) in external field component
ν [see Eq. (A31)]. The plane wave response is diagonal in
reduced wave vector q due to the periodicity of the crystal
[see Eq. (A29)].

In analogy with the real space response in Eqs. (8), (9), and
(10), the energy dissipation in periodic crystals is governed
by the dissipative part of χ

μν

GG′ (q, ω), that is, the plane wave
spectrum of induced excitations (A41)

Sμν

GG′ (q, ω) = − 1

2π i

[
χ

μν

GG′ (q, ω) − χ
νμ

−G′−G(−q,−ω)
]

(22a)

= Aμν

GG′ (q, ω) − Aνμ

−G′−G(−q,−ω), (22b)

where

Aμν

GG′ (q, ω) ≡ 1



∑
α �=α0

nμ
0α (G + q)nν

α0(−G′ − q)

× δ(h̄ω − (Eα − E0)). (23)

For the reciprocal space pair densities nμ
0α (G + q) to be

nonzero, it is necessary that qα0 = q [see Eq. (A34)]. Thus,
only excited states with a difference in crystal momentum
h̄q with respect to the ground state have finite weight in the
spectral function (23).

Equations (21), (22), and (23) also apply to the suscepti-
bility tensor in circular coordinates, χ jk . Because the spin-flip
densities n̂+(r) and n̂−(r) are Hermitian conjugates, it follows
that χ+−∗

GG′ (q, ω) = χ−+
−G−G′ (−q,−ω) and consequently, the

dissipative parts of χ±∓ are also the imaginary parts along
the diagonal:

S+−
G (q, ω) ≡ S+−

GG (q, ω) = − 1

π
Im[χ+−

GG (q, ω)]

= A−
G(q, ω) − A+

−G(−q,−ω), (24a)

S−+
G (q, ω) = A+

G(q, ω) − A−
−G(−q,−ω), (24b)

where the short-hand notation A∓
G(q, ω) ≡ A±∓

GG(q, ω) has
been introduced. From Eq. (23) it is clear that A+

G(q, ω)
and A−

G(q, ω) are the spectral functions for spin-raising and
spin-lowering magnetic excitations, respectively. These exci-
tations may be associated with quasiparticles of energy h̄ω,

crystal momentum h̄q, and spin projections ±h̄. Depend-
ing on the character of the excitations, the quasiparticles
are either identified as collective magnon quasiparticles, as
single-particle electron-hole (Stoner) pairs, or something in
between. Thus, for a ferromagnetic material assumed magne-
tized along the z-direction, one may read off the full spectrum
of magnon excitations from the spectral function S+−

G (q, ω),
with majority-to-minority magnons at positive frequencies
and minority-to-majority magnons at negative frequencies.

Finally, the transverse magnetic excitation spectrum does
not depend on the reduced wave vector q only, but also on
the reciprocal lattice vector G. The spin-flip pair densities in
Eq. (23) represent the local field components of the change
in spin orientation from the ground state to the excited state
in question. Therefore, different excited states may be visible
for different choices of G. As an example, the macroscopic
(unit-cell averaged) G = 0 component represents a dynamic
change to the magnetization, where the spin orientation at
different magnetic atomic sites is precessing according to a
long-range phase factor of eiq·r. This corresponds to an acous-
tic magnon mode, which will dominate the spectrum at small
q and ω. Excited states where different magnetic atoms inside
the unit cell precess with opposite phases will not be present
in the macroscopic transverse magnetic excitation spectrum
S+−(q, ω), but in the local field components G �= 0 that match
the spin structure of the given excited state.

D. Linear response time-dependent density functional theory

It is, in general, a prohibitively demanding task to di-
agonalize the many-body Hamiltonian Ĥ0 in order to find
the eigenstates entering the susceptibility. However, within
the framework of time-dependent density functional theory
(TDDFT), it is possible to compute χμν without access-
ing the many-body eigenstates. In particular, it follows from
the Runge-Gross theorem [21] that the time-dependent spin-
density can be represented by an auxiliary noninteracting
Kohn-Sham system defined by the Hamiltonian

ĤKS(t ) = T̂ + V̂nuc + V̂Hxc[nμ](t ) + Ĥext (t ), (25)

where Ĥext (t ) is given by Eq. (2a) and

V̂Hxc[nμ](t ) =
∑

μ

∫
dr n̂μ(r)W μ

Hxc[nμ](r, t ). (26)

Here W μ
Hxc(r, t ) is the four-component time-dependent

Hartree-exchange-correlation potential required to reproduce
the time-dependent density of the interacting system. It is a
functional of the four-component time-dependent density and
is typically treated in the adiabatic approximation, where it is
evaluated from a given approximation to the static exchange-
correlation potential of the electron density at time t .

In the Kohn-Sham system, the induced density resulting
from a small external perturbation δW μ

ext (r, t ) can be written
as

δnμ(r, t ) =
∑

ν

∫ ∞

−∞
dt ′

∫
dr′ χμν

KS (r, r′, t − t ′)δW ν
s (r′, t ′),

(27)
where χ

μν
KS is the noninteracting Kohn-Sham susceptibility

and δW μ
s = δW μ

ext + δW μ
Hxc. Comparing with the response
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relation (3) and using that the induced change in Hartree-
exchange-correlation potential δW μ

Hxc is a functional of the
induced density, one may derive the Dyson equation [22]:

χμν (r, r′, ω) = χ
μν
KS (r, r′, ω) +

∑
τ1,τ2

∫∫
dr1 dr2

×χ
μτ1
KS (r, r1, ω)Kτ1τ2

Hxc (r1, r2, ω)

×χτ2ν (r2, r′, ω), (28)

where

Kτ1τ2
Hxc (r1, r2, t1 − t2) = δW τ1

Hxc(r1, t1)

δnτ2 (r2, t2)
. (29)

By inverting the Dyson equation (28), the full four-component
susceptibility tensor may be computed from the Kohn-Sham
susceptibility, which may be obtained directly from quantities
that can be extracted from a routine ground state DFT calcula-
tion [19,20,29,30]. The main difficulty then resigns in finding
a good approximation for the Hartree-exchange-correlation
kernel (29). Below, the functional form for the transverse
components of Kτ1τ2

Hxc is provided within the adiabatic local
density approximation for collinear systems.

E. The Kohn-Sham four-component susceptibility tensor

In the absence of an external time-dependent electromag-
netic field, the (four-component) ground state density can
be obtained from the auxiliary Kohn-Sham system, where-
upon the Kohn-Sham Hamiltonian (25) may be diagonalized.
With access to the Kohn-Sham eigenstates, the Kohn-Sham
susceptibility may be easily evaluated using the Lehmann
representation (5). For periodic crystals, the Kohn-Sham
eigenstates are Slater determinants composed of Bloch wave
spinors ψnk(r) = (ψnk↑(r), ψnk↓(r))/

√
Nk where n and k de-

notes the band index and k-point, while the Kohn-Sham
orbitals have been normalized to the unit cell by dividing
with the square root of the number of k-points Nk (number
of unit cells in the crystal). By expanding the field operators
in Eq. (1) in terms of the Bloch wave spinors, the four-
component density operator may be written in terms of the
Kohn-Sham orbitals:

n̂μ(r) =
∑
s,s′

σ
μ

ss′
1

Nk

∑
nk

∑
mk′

ψ∗
nks(r)ψmk′s′ (r)ĉ†

nkĉmk′ . (30)

Thus, in the Kohn-Sham system, the four-component density
operator simply moves an electron from one spinorial orbital
to another. As a consequence, the Kohn-Sham susceptibility
is easily evaluated in the Lehmann representation (5), which
involves only states where a single electron from an occupied
orbital has been moved to an unoccupied one. Denoting the
Kohn-Sham single-particle energies εnk and ground state oc-
cupancies fnk, one may write the Kohn-Sham four-component
susceptibility tensor as

χ
μν
KS (r, r′, ω) = lim

η→0+

1

N2
k

∑
nk

∑
mk′

( fnk − fmk′ )

× nμ

nk,mk′ (r) nν
mk′,nk(r′)

h̄ω − (εmk′ − εnk ) + ih̄η
, (31)

where the Kohn-Sham four-component pair densities are
given by

nμ

nk,mk′ (r) =
∑
s,s′

σ
μ

ss′ψ
∗
nks(r)ψmk′s′ (r). (32)

Since χμν (r, r′, ω), χ
μν
KS (r, r′, ω), and Kμν

Hxc(r, r′, ω) are
periodic functions under simultaneous translations of r and
r′ [see Eq. (A25)], the Dyson equation (28) can be Fourier
transformed to reciprocal space, yielding a matrix equation
which is diagonal in crystal momentum h̄q as well as in
energy h̄ω:

χ
μν

GG′ (q, ω) = χ
μν

KS,GG′ (q, ω) +
∑
τ1,τ2

∑
G1,G2

χ
μτ1
KS,GG1

(q, ω)

× Kτ1τ2
Hxc,G1G2

(q, ω)χτ2ν
G2G′ (q, ω). (33)

As a matrix equation, Eq. (33) is straightforward to invert
in order to obtain the many-body susceptibility, χ

μν

GG′ (q, ω),
from its Kohn-Sham analog. From Eq. (31), the Kohn-Sham
susceptibility is lattice Fourier transformed, yielding

χ
μν

KS,GG′ (q, ω) = lim
η→0+

1



∑
k

∑
n,m

( fnk − fmk+q)

× nμ

nk,mk+q(G + q) nν
mk+q,nk(−G′ − q)

h̄ω − (εmk+q − εnk ) + ih̄η
,

(34)

where

nμ

nk,mk+q(G + q) =
∫

cell

dr e−i(G+q)·r nμ

nk,mk+q(r) (35)

gives the plane wave coefficients of the Kohn-Sham four-
component pair density and cell is the unit cell volume.
In the above, εmk+q, fmk+q, and ψmk+q(r) are used to de-
note the eigenvalue, occupancy and single-particle spinorial
wave functions corresponding to the Kohn-Sham orbital with
a wave vector k′ within the first BZ, satisfying k′ = k + q
up to a reciprocal lattice vector. The plane wave Hartree-
exchange-correlation kernel is simply computed by lattice
Fourier transforming Eq. (29).

For collinear systems, Eqs. (18) and (19) also apply to the
Kohn-Sham susceptibility tensor. Furthermore, the spinorial
orbitals can all be chosen to have one nonzero component,
such that the spin polarization may be included in the band
index n → (ns). This leads to a simplification of the Kohn-
Sham plane wave susceptibility:

χ
μν

KS,GG′ (q, ω) = lim
η→0+

1



∑
nks

∑
ms′

( fnks − fmk+qs′ )σμ

ss′σ
ν
s′s

× nnks,mk+qs′ (G + q) nmk+qs′,nks(−G′ − q)

h̄ω − (εmk+qs′ − εnks) + ih̄η
,

(36)

where

nnks,mk+qs′ (G + q) =
∫

cell

dr e−i(G+q)·rψ∗
nks(r)ψmk+qs′ (r).

(37)
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Writing the product of spin matrix elements σ
μ

ss′σ
ν
s′s of Eq. (36)

in terms of the basic matrices

σ ↑ =
(

1 0
0 0

)
, σ ↓ =

(
0 0
0 1

)
, (38a)

σ+ =
(

0 1
0 0

)
, σ− =

(
0 0
1 0

)
, (38b)

it is straightforward to see that the only nonvanishing compo-
nents are χ+−

KS , χ−+
KS and

χ00
KS = χ zz

KS = χ
↑↑
KS + χ

↓↓
KS , (39a)

χ0z
KS = χ z0

KS = χ
↑↑
KS − χ

↓↓
KS . (39b)

Thus, in the collinear case, one needs only to compute χ
↑↑
KS ,

χ
↓↓
KS , χ+−

KS , and χ−+
KS in order to construct the full Kohn-Sham

four-component susceptibility tensor.
In the LR-TDDFT formalism described above, one needs

in principle all the excited states of the Kohn-Sham system
in order to evaluate the Kohn-Sham susceptibility in Eq. (36).
It should be noted that the Kohn-Sham construction allows
for the calculation of χ+−(r, r′, t − t ′) without explicit use of
the excited states of the Kohn-Sham system. Such approaches
include propagating the system in real-time for different
“transverse magnetic kicks” [31] or using the Sternheimer
equation from time-dependent density functional perturbation
theory [32,33]. As we will show below, the Kohn-Sham ex-
cited states are generally not a main limiting factor for the
LR-TDDFT methodology, and we will use these complement-
ing methods only for comparison.

F. Transverse magnetic susceptibility within the adiabatic local
spin-density approximation

The Hartree part of the Hartree-exchange-correlation ker-
nel is straightforward to evaluate. In frequency space one
obtains Kμν

Hxc = vcδ
0μδ0ν + Kμν

xc , where vc is the Coulomb in-
teraction and Kμν

xc needs to be approximated. In the adiabatic
local spin-density approximation (ALDA), Kμν

xc is approxi-
mated by

Kτ1τ2
ALDA(r1, r2, t1 − t2) = f τ1τ2

LDA[n, m](r1)δ(r1 − r2)δ(t1 − t2),
(40)

where n(r) and m(r) are the ground state electron density and
magnetization, while

f τ1τ2
LDA[n, m](r) = ∂2[εxc(n, |m|)n]

∂nτ1∂nτ2

∣∣∣∣
n(r),m(r)

, (41)

where εxc(n, m) is the exchange-correlation energy per elec-
tron of a homogeneous electron gas of density n and
magnetization m = |m|. The derivatives are evaluated using

m =
√

(nx )2 + (ny)2 + (nz )2 =
√

4n+n− + (nz )2, (42)

which yields

∂

∂nz
= nz

m

∂

∂m
,

∂

∂n± = 2n∓

m

∂

∂m
. (43)

Similar to Eq. (16), the response relation for the Kohn-
Sham susceptibility tensor can be rewritten in circular

coordinates:

δn j (r, t ) =
∑

k

∫ ∞

−∞
dt ′

∫
dr′ χ jk

KS(r, r′, t − t ′)δW̆ k
s (r′, t ′).

(44)
This results in the Dyson equation

χ jk (r, r′, ω) = χ
jk

KS(r, r′, ω) +
∑
l1,l2

∫∫
dr1 dr2χ

jl1
KS (r, r1, ω)

× K̆ l1l2
Hxc(r1, r2, ω)χ l2k (r2, r′, ω), (45)

where

K̆ l1l2
Hxc(r1, r2, t1 − t2) = δW̆ l1

Hxc(r1, t1)

δnl2 (r2, t2)
. (46)

In the case of a collinear ground state, spin-polarized in the
z-direction, the ALDA Hartree-exchange-correlation kernel
becomes block diagonal:

K̆ [0,+,−,z]
Hxc =

⎛
⎜⎜⎜⎝

vc + K00
ALDA 0 0 K0z

ALDA

0 0 K̆+−
ALDA 0

0 K̆−+
ALDA 0 0

Kz0
ALDA 0 0 Kzz

ALDA

⎞
⎟⎟⎟⎠,

(47)

with K0z
ALDA = Kz0

ALDA and K̆+−
ALDA = K̆−+

ALDA. Since both the
many-body susceptibility tensor and the Kohn-Sham analog
are block diagonal as well [see Eq. (18)], the transverse com-
ponents decouple from the remaining components:

χ+−(r, r′, ω) = χ+−
KS (r, r′, ω) +

∫∫
dr1 dr2χ

+−
KS (r, r1, ω)

× K̆−+
ALDA(r1, r2, ω)χ+−(r2, r′, ω), (48)

where + and − can be interchanged to obtain the Dyson
equation for χ−+(r, r′, ω). The transverse LDA kernel itself
turns out to be particularly simple,

f −+
LDA[n, nz](r) = 2W z

xc,LDA[n, nz](r)

nz(r)
, (49)

and in the plane wave representation, the ALDA kernel is
independent of q as well as ω:

K̆−+
ALDA,G1G2

= 1

cell

∫
cell

dr e−i(G1−G2 )·r f −+
LDA(r)

= 1

cell
f −+
LDA(G1 − G2). (50)

To summarize, the many-body transverse magnetic sus-
ceptibility can be calculated directly from the Kohn-Sham
susceptibility (36) and the kernel (49)–(50). Due to the separa-
tion of components, solving the Dyson equation (33) amounts
to a simple matrix inversion:

χ+−
[G] (q, ω) = [1 − χ+−

KS (q, ω)K̆−+
ALDA]−1

[G]χ
+−
KS,[G](q, ω). (51)

The structure of the susceptibility tensor for a spin-paired
ground state will now be briefly discussed. In this case, it is
not sensible to distinguish between transverse magnetic and
longitudinal magnetic susceptibilities. It is straightforward to
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show that the full ALDA kernel becomes diagonal, such that

K [0,x,y,z]
Hxc =

⎛
⎜⎜⎜⎝

vc + K00
ALDA 0 0 0

0 Kzz
ALDA 0 0

0 0 Kzz
ALDA 0

0 0 0 Kzz
ALDA

⎞
⎟⎟⎟⎠,

(52)
with

f 00
LDA[n](r) = ∂2[εxc(n, m)n]

∂n2

∣∣∣∣
n(r),m(r)=0

, (53a)

f zz
LDA[n](r) = ∂2[εxc(n, m)n]

∂m2

∣∣∣∣
n(r),m(r)=0

. (53b)

Furthermore, one can easily inspect Eq. (36) to con-
clude that χ

↑↑
KS = χ

↓↓
KS = χ+−

KS = χ−+
KS ≡ χKS/2, such that the

Kohn-Sham four-component susceptibility tensor simplifies
significantly: χ

[0,x,y,z]
KS = χKSI4×4. In addition, from the dis-

cussion below Eq. (20b), the many-body susceptibility tensor
becomes diagonal as well,

χ [0,x,y,z] =

⎛
⎜⎜⎝

χ00 0 0 0
0 χ zz 0 0
0 0 χ zz 0
0 0 0 χ zz

⎞
⎟⎟⎠, (54)

and the full magnetic response is contained in a single Dyson
equation:

χ zz(r, r′, ω) = χKS(r, r′, ω) +
∫∫

dr1 dr2

×χKS(r, r1, ω)Kzz
ALDA(r1, r2)χ zz(r2, r′, ω).

(55)

G. Spectral enhancement and the Goldstone theorem

Although χ+− and χ+−
KS are directly related by the Dyson

equation (51), the transverse magnetic excitations as de-
scribed by the corresponding spectral functions S+−

G (q, ω) and
S+−

KS,G(q, ω) can be quite different. S+−
KS,G(q, ω) gives the spec-

trum of Kohn-Sham spin-flip excitations, also referred to as
the Stoner spectrum. In the collinear case, the noninteracting
Stoner pairs are generated by removing an electron from an
occupied band and k-point k, flipping its spin and placing it in
an unoccupied band and k-point k + q. The Stoner pairs form
a continuum, which for ferromagnetic materials is gapped
by the exchange splitting energy �x at q = 0. Whereas the
exchange splitting can have a magnitude of several electron
volts, the fully interacting spectrum of transverse magnetic
excitations, S+−

G (q, ω), exhibits a so-called Goldstone mode
with ωq=0 = 0 for spin-isotropic systems. Physically, this
mode arises when a rigid rotation of the direction of magneti-
zation does not cost any energy and it is a manifestation of the
more general Goldstone theorem. Due to the binding nature of
the interaction in Eq. (49), the many-body transverse magnetic
excitations generally exist at energies below the Stoner contin-
uum. However, in itinerant ferromagnets, the Stoner gap will
close for wave vectors q connecting the majority and minority
spin Fermi surfaces [4,34]. As a magnon branch enters the
Stoner continuum, it will be dressed by the single-particle
excitations leading to a broadening of the spectral width. The

corresponding shortening in quasiparticle lifetime is called
Landau damping [35].

Often χ+− is referred to as the enhanced susceptibility
because the Dyson equation (51) can be understood as the
formation of collective magnon excitations out of the single-
particle Stoner continuum. As it turns out, this procedure
preserves the total spectral weight embedded in the suscep-
tibility. For the transverse magnetic susceptibility, the zeroth
order sum rule [see (A10)] relates the spectrum of trans-
verse magnetic excitations to the magnetization density of the
ground state:

h̄
∫ ∞

−∞
S+−(r, r′, ω) dω = nz(r) δ(r − r′). (56)

Because the spin-polarization density is the same in both the
Kohn-Sham and the fully interacting system by construction,
the total spectral weight is preserved between the two. By
performing a lattice Fourier transform, a similar expression
for the plane wave susceptibility is obtained:

h̄
∫ ∞

−∞
S+−

GG′ (q, ω) dω = nz(G − G′)
cell

, (57)

where nz(G − G′) denotes the plane wave coefficients of
the spin-polarization density, defined similarly to Eq. (A35).
As a consequence, the total spectral weight of transverse
magnetic excitations at any G and q is simply the average
spin-polarization density:

h̄
∫ ∞

−∞
S+−

G (q, ω) dω = σz

cell
, (58)

where σz denotes nz(r) integrated over the unit cell.

III. COMPUTATIONAL IMPLEMENTATION

As described above, the transverse magnetic plane wave
susceptibility can be computed within linear response time-
dependent density functional theory using only quantities that
can be obtained from the auxiliary noninteracting Kohn-Sham
system. We have implemented this methodology into the
GPAW open-source code [36,37], which uses the projected
augmented wave method [23]. The implementation is based
on the existing linear response module for GPAW [38], which
enables computation of the longitudinal dielectric suscepti-
bility χ00 and related material properties. In this section, we
present the implementation and make a rigorous performance
assessment of the numerical scheme employed.

A. Projected augmented wave method for plane
wave susceptibilities

The list of Kohn-Sham quantities needed for calculating
the transverse magnetic plane wave susceptibility is relatively
short. The Kohn-Sham orbital energies and occupancies, εnks

and fnks, are easily extracted from any DFT ground state
calculation, the Kohn-Sham pair densities (37) are calculated
from the Kohn-Sham orbitals, and the transverse magnetic
plane wave kernel (49)–(50) is calculated from the ground
state density and spin-polarization density.

In the projected augmented wave method (PAW), the all-
electron Kohn-Sham orbitals ψnks are written in terms of
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smooth pseudowaves ψ̃nks, which are easy to represent nu-
merically:

|ψnks〉 = T̂ |ψ̃nks〉, (59a)

T̂ = 1 +
∑
a,i

(∣∣φa
i

〉 − ∣∣φ̃a
i

〉)〈
p̃a

i

∣∣. (59b)

Inside the so-called augmentation sphere, a spherical re-
gion of space centered at the position of the ath atomic nuclei
Ra, smooth partial waves φ̃a

i , and projector functions p̃a
i are

constructed to fulfill
∑

i |φ̃a
i 〉〈p̃a

i | = 1, so that the linear op-
erator T̂ effectively maps the smooth pseudowaves onto the
all-electron partial waves φa

i . Outside the augmentation sphere
φ̃a

i (r − Ra) = φa
i (r − Ra), making the smooth pseudowave

equal to the all-electron Kohn-Sham orbital in the interstitial
region between the augmentation spheres. Due to the linear
mapping in Eq. (59), matrix elements between Kohn-Sham
orbitals can be evaluated from the smooth pseudowaves using
a pseudo-operator, operating on the space of pseudowaves:

〈ψnks|Â|ψmk′s′ 〉 = 〈ψ̃nks|Ã|ψ̃mk′s′ 〉, Ã = T̂ †ÂT̂ . (60)

For any quasilocal operator Â, the effective pseudo-operator
can be written [23]

Ã = Â +
∑

a

∑
i,i′

∣∣ p̃a
i

〉[〈
φa

i

∣∣Â∣∣φa
i′
〉 − 〈

φ̃a
i

∣∣Â∣∣φ̃a
i′
〉]〈

p̃a
i′
∣∣. (61)

Thus, the evaluation of the Kohn-Sham pair densities in
Eq. (37) amounts to a direct evaluation using the pseudowaves
and a PAW correction:

nnks,mk+qs′ (G + q) = ñnks,mk+qs′ (G + q)

+ �nnks,mk+qs′ (G + q), (62)

where

�nnks,mk+qs′ (G + q) =
∑

a

∑
i,i′

Qa
ii′ (G + q)

× 〈
ψ̃nks

∣∣ p̃a
i

〉〈
p̃a

i′
∣∣ψ̃mk+qs′

〉
, (63)

with

Qa
ii′ (G + q) =

∫
cell

dr e−i(G+q)·r[φa∗
i (r − Ra)φa

i′ (r − Ra)

− φ̃a∗
i (r − Ra)φ̃a

i′ (r − Ra)
]
. (64)

In a given DFT calculation, the PAW setups for every atomic
species is fixed (fixing φa

i , φ̃a
i , and p̃a

i ), so that the PAW cor-
rection tensor, Qa

ii′ (G + q), can be evaluated once and reused
for all the Kohn-Sham pair densities as a function of G and q.
As a result, the calculation of pair densities is a fairly cheap
procedure in terms of computational power.

Similarly, the ground state spin densities may be written in
terms of a smooth contribution from the pseudowaves ñσ (r)
and atom-centered PAW corrections localized to the augmen-
tation spheres:

nσ (r) = ñσ (r) +
∑

a

[
na

σ (r − Ra) − ña
σ (r − Ra)

]
. (65)

As a result, ALDA plane wave kernels, such as the transverse
magnetic kernel in Eq. (50), can be calculated as a contribu-
tion from the smooth density and a PAW correction localized

to the augmentation spheres:

K̆−+
ALDA,G1G2

= 1

cell
f̃ −+
LDA(G1 − G2) + �K̆−+

ALDA,G1G2
, (66)

where

�K̆−+
ALDA,G1G2

=
∑

a

∫
cell

dr1

cell
e−i(G1−G2 )·r1� f a,−+

LDA (r1− Ra),

(67)

with atom-centered PAW corrections to the LDA kernel

� f a,−+
LDA (r) = f −+

LDA[na
↑, na

↓](r) − f −+
LDA[ña

↑, ña
↓](r). (68)

In principle, the PAW method does not lead to any loss in
generality, and the PAW corrected Kohn-Sham pair densities
and ALDA plane wave kernels can be regarded as all-electron
quantities. In practice, however, generating partial waves with
projector functions to match is not a trivial task, and the partial
wave expansion will not be complete.

B. Implementation of the PAW method

In GPAW, the pseudowaves ψ̃nks(r) = eik·rũnks(r) are rep-
resented on a real-space grid using a plane wave basis set
for the periodic parts ũnks(r). The smooth contributions to
the Kohn-Sham pair densities in Eq. (62) and the transverse
ALDA plane wave kernel in Eq. (66) are then computed by
evaluating the integrand on the real-space grid and performing
a fast Fourier transform to reciprocal space:

ñnks,mk+qs′ (G + q) = FG[e−iq·rψ̃∗
nks(r)ψ̃mk+qs′ (r)], (69)

f̃ −+
LDA(G1 − G2) = FG1−G2{ f −+

LDA[ñ↑, ñ↓](r)}. (70)

Furthermore, the angular part of the atom-centered partial
waves are real spherical harmonics:

φa
i (r) = Y mi

li
(r̂)φa

i (r), φ̃a
i (r) = Y mi

li
(r̂)φ̃a

i (r). (71)

Using the plane wave expansion into real spherical harmonics,

e−iK·r = 4π
∑

l

l∑
m=−l

(−i)l jl (|K|r)Y m
l (K̂)Y m

l (r̂), (72)

where jl (|K|r) are spherical Bessel functions, the angular
part of the PAW correction tensor integral in Eq. (64) can be
carried out analytically:

Qa
ii′ (K) = 4πe−iK·Ra

∑
l

l∑
m=−l

(−i)lY m
l (K̂)glm

limi,li′ mi′

×
∫ Ra

c

0
r2dr jl (|K|r)

[
φa

i (r)φa
i′ (r) − φ̃a

i (r)φ̃a
i′ (r)

]
,

(73)

with K = G + q. Here Ra
c is the radius of the ath augmenta-

tion sphere and glm
limi,li′ mi′

are the Gaunt coefficients. The radial
part of each partial wave is stored on the same nonlinear radial
grid for a given atom. We use this grid to carry out the radial
integral in Eq. (73) by point integration.

For the ALDA plane wave kernel, we approach the
PAW correction in a similar fashion. We expand the atom-
centered PAW corrections to the LDA kernel in real spherical
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harmonics,

� f a,−+
LDA (r) =

∑
l

l∑
m=−l

Y m
l (r̂)� f a,lm,−+

LDA (r), (74)

such that the angular integral in the PAW correction to the
ALDA plane wave kernel (67) can be carried out analytically:

�K̆a,−+
ALDA(K) = 4πe−iK·Ra

cell

∑
l

l∑
m=−l

(−i)lY m
l (K̂)

×
∫ Ra

c

0
r2dr jl (|K|r)� f a,lm,−+

LDA (r), (75)

with K = G1 − G2. To obtain the expansion into real spheri-
cal harmonics in Eq. (74), the atom-centered PAW corrections
to the LDA kernel are simply evaluated on an angular grid,
a Lebedev quadrature of degree 11, for all radii r on the
nonlinear radial grid. Through point integration, the expansion
coefficients are calculated for each radii r:

� f a,lm,−+
LDA (r) =

∫
d r̂ Y m

l (r̂)� f a,−+
LDA (rr̂). (76)

With a Lebedev quadrature of degree 11, polynomials up to
order 11 can be point integrated exactly. This implies that the
plane wave expansion remains numerically exact up to l = 5.
In practice, we truncate the expansion at l = 4, which results
in a well-converged overall expansion for all the materials
covered in this study.

C. Numerical details

In our implementation there are a number of key pa-
rameters, with respect to which the calculation needs to be
converged. The k-point summation in Eq. (36) is evaluated on
the Monkhorst-Pack grid [39] of the ground state calculation:

χ+−
KS,GG′ (q, z) = 1

cell

1

Nk

∑
k

∑
n,m

( fnk↑ − fmk+q↓)

× nnk↑,mk+q↓(G + q) nmk+q↓,nk↑(−G′ − q)

h̄ω − (εmk+q↓ − εnk↑) + ih̄η
,

(77)

where Nk in this case denotes the number of grid points.
Because a finite grid is used, the continuum of Kohn-Sham
states is discretized. To make up for this fact, we do not take
the formal limit η → 0+ in Eq. (77), but leave η as a finite
broadening parameter in order to smear out the transition
energies (εmk+q↓ − εnk↑) and form a continuum. For a detailed
discussion of this procedure, see Sec. III E. Additionally, the
band summation in Eq. (77) is truncated to include a finite
number of excited states, and a finite plane wave basis set is
used to invert the Dyson equation in Eq. (51). The effect of
these parameters is investigated in Secs. III D, III F, and III G.
Unless otherwise stated, 12 empty shell bands per atom and a
plane wave cutoff of 1000 eV are used.

On top of these convergence parameters, the GPAW imple-
mentation has two additional simplifications. As mentioned
above, the projected augmented wave method is formally ex-
act, but in reality a finite set of partial waves is used in the
expansion of the Kohn-Sham orbitals. For a given number of

frozen core electrons, GPAW is distributed with a single PAW
setup for each atomic species, meaning that the truncation of
the expansion is given in advance, it is not a parameter that can
be converged. Furthermore, we do not include the frozen core
states in the band summation of Eq. (77). For iron, cobalt, and
nickel this implies that only transitions from the occupied 4s
and 3d electronic orbitals are included. GPAW also supplies
an alternative setup for nickel, where also the 3p orbitals
are taken as valence states as opposed to being frozen core
electronic orbitals. We tested the extended PAW setup, but
found it much more difficult to converge the plane wave basis
in Eq. (51), only to obtain a small difference in the magnon
dispersion. We extract a difference in magnon peak position
between the PAW setups of �ωq = 5.2 meV calculated at
the wave vector X/3, where ωq = 305 meV corresponding
to a relative difference of 1.7%. At the wave vector 2X/3
and at the the X-point itself, the relative difference is even
smaller. Although including the frozen core states should in-
crease the overall accuracy, the computational cost far exceeds
what we seem to stand to gain. The minimal PAW setups are
used for the results reported throughout the remainder of this
paper.

The crystal structures of the transition metals investi-
gated are described using ASE [40] with experimental lattice
constants a = 2.867 Å for bcc-Fe, a = 3.524 Å for fcc-Ni,
a = 3.539 Å for fcc-Co and a = 2.507 Å for hcp-Co taken
from [24,27] and the references therein. We investigate only
reduced wave vectors q commensurate with the Monkhorst-
Pack grid of the ground state calculation.

D. Sum rule check

As a check of our implementation, we have computed
the average spin polarization from the Kohn-Sham transverse
magnetic susceptibility. Inserting the diagonal components of
Eq. (36) into the sum rule (58) and performing the frequency
integral analytically,

1



∑
k

∑
n,m

( fnk↑ − fmk+q↓)|nmk+q↓,nk↑(−G − q)|2 = σz

cell
.

(78)

We refer to the average spin polarization calculated in this
manner as the pair spin polarization, σχKS

z .
We have computed the pair spin polarization and compared

it to the average spin polarization extracted from the ground
state for iron, nickel, and cobalt at q = 0 and different re-
ciprocal lattice vectors G. The comparison is presented in
Fig. 1 as a function of the number of empty shell bands
per atom included in the band summation of Eq. (78). The
pair spin polarization is consistently smaller that the average
spin polarization of the ground state, �σχKS

z = σχKS
z − σz < 0,

but rapidly converges towards it for G = 0 as the number of
empty shell bands is increased. Thus, the PAW implemen-
tation seems to provide a good description of the macro-
scopic spatial variation embedded in the transverse magnetic
susceptibility.

For G �= 0 the convergence is orders of magnitude slower.
The convergence is governed by the pair densities, which
are calculated as simple overlap integrals between two Kohn-
Sham orbitals and a plane wave [see Eq. (37)]. We believe
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FIG. 1. Relative error in the pair spin polarization of iron, nickel, and cobalt calculated from the sum rule (78) at q = 0 as a function of
empty shell bands per atom. The markers represent different reciprocal lattice vectors G: Blue circles represent (0, 0, 0), red squares (0, 0, 1)
for Fe, Ni and fcc-Co and (0, 0, 2) for hcp-Co, green rhombi (1, 1, −1) for Fe, (1, 0, −1) for Ni, fcc-Co, and (1, 0, −2) for hcp-Co. The teal
pentagons represent the (0, 0, 1) reciprocal lattice vector in hcp-Co.

that this slow convergence arises because many Kohn-Sham
orbitals are needed to represent a single plane wave, or con-
versely, that many plane waves are needed to represent a
single Kohn-Sham orbital. This interpretation is supported
by the fact, that the G = (0, 0, 1) pair spin polarization in
hcp-Co has an improved convergence with respect to more
local reciprocal lattice vectors. The G = (0, 0, 1) plane wave
is better represented in terms of Kohn-Sham orbitals as it gives
the two atoms in the unit cell exactly opposite phases. To fully
converge the pair spin polarization for all reciprocal lattice
vectors, one would also need to include the frozen core states
in the band summation. This slow convergence with respect
to the number of bands is much less pronounced for the
transverse magnetic susceptibility at small frequencies, as we
will show in Secs. III F and III G, because transitions to highly
excited states are suppressed by a factor �ε−1 in Eq. (77).
Thus, the pair spin-polarization convergence is generally not
a necessary requirement for obtaining an accurate description
of the magnons.

E. Convergence of the Kohn-Sham continuum

For the itinerant ferromagnets of this study, the k-point grid
refinement of Eq. (77) is an important numerical parameter to
converge. Even though the bands of different spin character
are split by exchange, there are metallic Kohn-Sham bands of
both majority and minority spin character in all four materials.
This means that the Stoner continuum will extend downwards
from the exchange splitting energy �x to ω = 0 for reduced

wave vectors q that connect the Fermi surfaces of different
spin character. For such q, the collective magnon modes will
unavoidably be dressed by these low-frequency Stoner excita-
tions and be Landau damped as a result. Thus, to accurately
describe the magnon modes, the discretized Stoner continuum
obtained from Eq. (77) must be broadened into a continuum
by leaving η as a finite broadening parameter. In the end,
one should use a sufficiently dense k-point grid such that η

can be chosen small enough not to have an overall influence
on the magnon dispersion, yet large enough to effectively
broaden the low-frequency spectrum of Stoner excitations into
a continuum.

In Fig. 2 we illustrate the effect of the broadening
procedure by plotting the macroscopic transverse magnetic
excitation spectrum at a fixed k-point density, but with regular
and centered Monkhorst-Pack grids and different values for η.
For the spectral peak at q = 0, the two grid alignments yield
consistent results with a Lorentzian line shape of half-width
η, corresponding to a magnon mode free of Landau damping.
However, this is not the case for the spectra at finite crys-
tal momentum transfer. With a broadening of η = 20 meV,
spurious finite-grid effects dominate the line shapes, and the
magnon peak positions, i.e., the frequencies corresponding to
the maximum of the spectral function for a given q, cannot
be consistently extracted. At η = 200 meV the discrepancy
between the two grid alignments is more or less cured, as
the discrete spectrum of low-frequency Stoner excitations has
been broadened into a continuum. Unfortunately, the effect of
Landau damping is now hard to discern, and, as will be shown
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FIG. 2. Macroscopic transverse magnetic excitation spectrum of bcc-Fe in the ALDA [S+−
G=0(q, ω); see Eq. (24)] calculated at a range of

different wave vectors q. The calculations were performed on (42, 42, 42) k-point grids, where the dash-dotted lines indicate results from a
regular Monkhorst-Pack grid, whereas the translucent lines are results from a �-centered grid. The panels show the spectra calculated at two
different broadening parameters η.

below, the magnon peak positions have been shifted towards
higher frequencies.

To study the convergence of the low-frequency Stoner
continuum further, it is worthwhile to remark that the macro-
scopic spectrum of Stoner excitations is much cheaper to
compute than the full transverse magnetic excitation spec-
trum, as no extra plane wave components are needed, when
the Dyson equation (51) does not have to be inverted. Thus,
it would be of great value if the convergence of the low-
frequency Stoner continuum could be assessed from the
Kohn-Sham spectral function itself. To that end, we intro-
duce the average frequency displacement 〈�ω〉. The idea
is to consider the Stoner continuum truly converged when
different k-point grid alignments yield the same Kohn-Sham
spectral function. The average frequency displacement is
defined as the integrated absolute difference between the
Kohn-Sham spectral functions calculated on regular and �-
centered Monkhorst-Pack k-point grids, normalized by the
effective absolute change in spectral function intensity over
the integration range:

〈�ω〉[ω] ≡ 1

|�S+−
KS (q)|[ω]

∫
[ω]

|S+−
KS,r (q, ω) − S+−

KS,c(q, ω)|dω.

(79)

Here S+−
KS,r/c denotes the macroscopic Kohn-Sham spec-

tral function (G = 0) calculated using a regular/centered
Monkhorst-Pack grids and [ω] denotes a given choice of fre-
quency integration range. The effective absolute change in
spectral function intensity, |�S+−

KS (q)|[ω], is calculated from
the gradient of a linear fit to both spectral functions as
illustrated in Fig. 3(a). In a similar setup, but where the
two spectral functions happened to be straight parallel lines
with the same gradient as the linear fit and the same inte-
grated absolute difference between the spectral functions [see
Fig. 3(b)], this definition exactly corresponds to the horizontal
frequency displacement of the two spectral functions, hence
the name. Now, the idea is to choose a frequency integration
range that overlaps with the magnon bandwidth (the actual re-
gion of interest for Landau damping) and in which the spectral
function is approximately a linear function of frequency. Due
to the normalization, the average frequency displacement does

not depend on the actual intensity of the low-frequency Stoner
continuum, which may vary substantially between different
materials. As a consequence of the construction illustrated
in Fig. 3, 〈�ω〉 quantifies the actual frequency displacement
of the spectra calculated on differently aligned grids, which
should correlate strongly with the discrepancy in magnon
peak position between the grids, that is, the quantity we want
to converge. This said, the discrepancies between the spectral
functions are spurious in nature, and the computed average
frequency displacement will vary with the chosen frequency
integration range in actual calculations. However, when cal-
culating 〈�ω〉 also as an average over different wave vectors
q, the spurious effects can be averaged out sufficiently well
to make 〈�ω〉 stable enough for comparisons of different k-
point densities and values of η. The stability towards changes
in the frequency integration range is documented in the
Supplemental Material [41]. In this main text a frequency in-
tegration range of [−0.4 eV, 0.4 eV] is used for all materials.

To assess the convergence of the low-frequency Kohn-
Sham spectrum and the applicability of 〈�ω〉 as a method
of quantifying the related convergence in magnon peak po-
sitions, we have calculated the magnon peak positions at a
range of different wave vectors q in iron, nickel, and cobalt
at different k-point grid densities, using η = 200 meV. The q
wave vectors are all chosen to lie on the same path through the
first BZ, � → N for bcc-Fe, � → X for fcc-Ni and fcc-Co,
and � → A for hcp-Co. To accurately obtain the magnon
peak position, the transverse magnetic excitation spectrum
is calculated on a frequency grid with a spacing δω � η/8
and the peak position is extracted from a parabolic fit to the
spectral function maximum. Along with the magnon peak
positions, 〈�ω〉 has been calculated averaging over (up to 9)
wave vectors on the given path starting 1/3 of the way to the
first BZ edge, such that the Stoner gap is closed for all the
wave vectors in the average. In Fig. 4 the magnon peak posi-
tions calculated on a regular and �-centered Monkhorst-Pack
grid are compared as a function of k-point density, showing
also the calculated values for 〈�ω〉. Interestingly, the k-point
density itself does not seem to influence the overall magnon
dispersion. No net change in magnon peak positions is ob-
served as the density is increased, but with increasing grid
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FIG. 3. The average frequency displacement, 〈�ω〉, calculated from the macroscopic spectral function of Stoner excitations S+−
KS,G=0(q, ω).

(a) The Kohn-Sham spectral functions of iron calculated using a (30, 30, 30) k-point grid and two different values for η. Dash-dotted lines
represents a �-centered grid and the dash-double-dotted lines a regular Monkhorst-Pack grid. A simultaneous fit to the two spectral functions is
also shown, which along with the colored area between the functions determines 〈�ω〉 as defined in Eq. (79). (b) Linear spectral functions with
the gradient from the fit in panel (a) and of the same area between the curves. For these parallel spectral functions, 〈�ω〉 gives the horizontal
frequency displacement of the curves.

density, the spurious effects seem to disappear as η = 200
meV becomes sufficient to broaden the low-frequency Stoner
spectrum into a continuum. Moreover, the disappearance of
spurious effects seems strongly correlated with the average
frequency displacement. For all materials, the general trend is
that the average displacement frequency drops with increasing
k-point grid density, but not in a monotonic way. We believe
that the nonmonotonic behavior reflects the fact that the low-

frequency Stoner spectrum is highly sensitive to the sampling
of Fermi surfaces, which depends on not only the density
of the grid, but also the geometry of the surfaces and how
they are situated on the grid. For the same reasons, the spuri-
ous displacements of magnon peak positions do not decrease
monotonically either and the two trends seem correlated. As
an example, both the average frequency displacement and
magnon peak position displacement in iron were found to be
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FIG. 4. Magnon peak positions relative to the �-peak, in color (left axis), and average displacement frequency, in gray (right axis), as a
function of k-point density with η = 200 meV. For hcp-Co, the k-point density along the c-direction is plotted. Red, green, and teal indicate
the magnon peaks at wave vectors 1/3 of the way, 2/3 of the way, and at the end of the paths � → N, � → X, and � → A (for bcc, fcc, and
hcp). Yellow, purple, and blue indicate similar points on the path A → � in the second BZ of hcp-Co. The opaque and translucent markers
represent results calculated using regular and �-centered Monkhorst-Pack grids, respectively.
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FIG. 5. Magnon peak positions of iron relative to the �-peak, in color (left axis), and average displacement frequency, in gray (right
axis), as a function of broadening parameter η. Panels (a), (b), (c), and (d) were calculated using (18, 18, 18), (42, 42, 42), (54, 54, 54), and
(78, 78, 78) k-point grids, respectively. Red, green, and teal indicate the magnon peaks at wave vectors 1/3 of the way, 2/3 of the way, and
at the end of the path � → N. The opaque and translucent markers represent results calculated using regular and �-centered Monkhorst-Pack
grids, respectively.

larger for k-point densities of 9.7 Å and 11.6 Å compared to
the grid with density 7.7 Å. For all materials, k-point densi-
ties, which result in an average frequency displacement below
8 meV, yield consistent results.

To further investigate the correlation between the average
frequency displacement and the convergence of magnon peak
positions, we computed both as a function of broadening
parameter η for selected k-point densities in iron and nickel.
In Fig. 5 we show a selection of results for iron, whereas
the results for nickel are given in the Supplemental Material
[41]. For coarse k-point grids, such as in Fig. 5(a), we never
obtain consistency of results between the two different grid
alignments, but as the k-point density increases, consistency is
achieved for a broadening above some threshold ηt . A similar
picture is obtained for nickel, but with magnon frequency
discrepancies smaller in magnitude below the threshold ηt .
For both materials, there is consistency of results for all the
k-point grids and broadening parameters η that yield an aver-
age frequency displacement 〈�ω〉 � 5 meV. Inductively, this
may be used as a criterion to guarantee strictly converged
low-frequency Stoner spectra.

To illustrate the use of this criterion, we have computed
the average frequency displacement as a function of η for
a wide selection of k-point grids in iron, nickel, and cobalt
using also different frequency integration ranges. All show
a smooth monotonic decrease in 〈�ω〉 as a function of η,
similar to the behavior shown in Fig. 5. In the Supplemental
Material [41], we supply a table of threshold values ηt cor-
responding to the intersection with 〈�ω〉 = 5 meV found by

linear interpolation. As an example, we find ηt = 126 meV for
iron with the (54, 54, 54) k-point grid shown in Fig. 5(c) and
ηt = 87 meV with the (78, 78, 78) k-point grid shown in
Fig. 5(d), both using a frequency integration range of
[−0.4 eV, 0.4 eV]. Using [ω] = [−0.2 eV, 0.2 eV] and [ω] =
[−0.6 eV, 0.6 eV] instead, threshold values of ηt = 150 meV,
ηt = 127 meV and ηt = 92 meV, ηt = 105 meV are obtained
for the two different k-point densities. The variations with
frequency integration range are small enough to make the
general approach applicable as a computationally cheap rule
of thumb, but in the general case one should mostly use it as
a starting point for a more careful analysis. Depending on the
desired accuracy, a more relaxed criterion of 〈�ω〉 � 8 meV
should yield converged magnon peak positions, except for a
few cases, and if only the general trends are important, not
the actual peak positions themselves, an even larger threshold
could be applied to achieve spectra similar to the one shown
in Fig. 2(a). In the context at present, we want to eliminate
spurious effects in the magnon peak positions all together to
enable the conduction of a convergence study in other nu-
merical parameters and to obtain magnon dispersions that are
suitable for benchmarking against the literature. To achieve
this, we apply the strict 〈�ω〉 � 5 meV criterion.

So far, we discussed only the effect of η on the grid align-
ment consistency, but clearly η also has an effect on the overall
magnon dispersion, as seen in Fig. 5. Even though we use a
finite η > 0 to broaden the Stoner spectrum into a continuum,
we need also to choose it small enough that η itself does not
influence the overall dispersion. To find out how small an η

245110-13



THORBJØRN SKOVHUS AND THOMAS OLSEN PHYSICAL REVIEW B 103, 245110 (2021)

102
0

100

200

300

400

500

ω
q
−

ω
Γ

[m
eV

]
Fe (bcc)

102
0

200

400

600

800
Ni (fcc)

102

η [meV]

0

200

400

600

800

1000

ω
q
−

ω
Γ

[m
eV

]

Co (fcc)

102

η [meV]

0

200

400

600

800
Co (hcp)

100

101

102

100

101

102

〈Δ
ω
〉[

m
eV

]

100

101

102

100

101

102

〈Δ
ω
〉[

m
eV

]

FIG. 6. Magnon peak positions relative to the �-peak, in color (left axis), and average displacement frequency, in gray (right axis), as
a function of broadening parameter η. Calculations were performed on a (102, 102, 102) k-point grid for bcc-Fe, fcc-Ni, and fcc-Co, and a
(84, 84, 48) grid for hcp-Co. Red, green and teal indicate the magnon peaks at wave vectors 1/3 of the way, 2/3 of the way and at the end
of the paths � → N, � → X, and � → A (for bcc, fcc, and hcp). Yellow, purple, and blue indicate similar points on the path A → � in the
second BZ of hcp-Co. The opaque and translucent markers represent results calculated using regular and �-centered Monkhorst-Pack grids,
respectively.

that is, we computed the magnon peak positions as a function
of η for all four materials on dense k-point grids, where an
〈�ω〉 � 5 meV criterion leads to ηt = 32 meV, ηt = 26 meV,
ηt = 39, meV, and ηt = 28 meV for bcc-Fe, fcc-Ni, fcc-Co,
and hcp-Co, respectively. These results are presented in Fig. 6.
It seems to be a general trend that the magnon peak positions
shift to higher energies as η is increased. In fact, a broadening
parameter less than 120 meV is needed in order to achieve
a good convergence, except for a few points that require a
value as low as η = 50 meV. Together with the spurious dis-
cretization effects, this requires us to use quite dense k-point
grids. In order to use η = 50 meV within the 〈�ω〉 � 5 meV
criterion, a (90, 90, 90) k-point grid is needed for bcc-Fe, a
(84, 84, 84) grid for fcc-Ni and fcc-Co, and a (60, 60, 30) grid
for hcp-Co. For the materials investigated here, performing
such dense k-point samplings does not itself pose any com-
putational problem, as there are at most two atoms in the
unit cell. For larger systems, however, grids that dense will
quickly be prohibitive. To circumvent this problem, one can
either apply analytic continuation to an alignment consistent
calculation performed with a large broadening parameter η

or refine the k-point summation in Eq. (77) using methods
such as linear tetrahedron interpolation in order to improve
the continuum description of the Stoner spectrum.

F. Gap error convergence

As our treatment of the transverse magnetic susceptibility
is collinear, all the itinerant ferromagnetic materials of this

study should have a so-called Goldstone mode with a macro-
scopic magnon peak at ωq=0 = 0. In reality, though, this is
not necessarily guaranteed numerically for linear response
TDDFT calculations, and transverse magnetic excitation spec-
tra, such as the one shown in Fig. 2, display finite gap
errors ω� �= 0. In the literature [24–26], the gap error is
usually attributed to numerical approximations as well as in-
consistencies between the Kohn-Sham susceptibility and the
exchange-correlation kernel. Regarding the latter, one needs
to use an exchange-correlation kernel that in the static limit
gives the same ground state spin densities as the ground
state DFT calculation, on the basis of which the Kohn-Sham
susceptibility is computed. Otherwise, (δW μ

s (r, t )) cannot be
considered a perturbative quantity, so that the linear response
relation (27) and consequently also the Dyson equation (28)
no longer holds. As an example, using an ALDA kernel on
top of a GGA ground state calculation will result in a gap
error, which is why we are restricted to the use of LDA for
the ground state at present. In many-body perturbation theory
similar considerations have to be made [17].

For our calculations, we have identified two main numeri-
cal parameters that need to be converged in order to minimize
the gap error, namely, the truncation in band summation and
plane wave representation of the Kohn-Sham susceptibility.
Neither the k-point density nor the broadening parameter, η,
investigated above had any significant influence on ω� due to
the Stoner gap. In Fig. 7 we show the gap error as a function
of the number of empty shell bands per atom. For all four
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FIG. 7. Magnon peak position at the �-point in iron, nickel and
cobalt as a function of the number of empty shell bands per atom
included in the band summation of Eq. (77). Calculations were
performed on a (54, 54, 54) regular Monkhorst-Pack grid for bcc
and fcc structures and a (48, 48, 30) grid for hcp-Co. For all ma-
terials, a broadening parameter of η = 200 meV was used. For iron,
ω� − 50 meV is plotted for all the points to be visible on a single
axis.

materials the convergence follows a similar pattern in which
the gap error falls off as the number of bands is increased
and beyond 20 empty shell bands per atom or so, the gap
error can be considered to be converged. However, it does
not vanish, which in part is due to the plane wave cutoff
of 1000 eV used in these calculations. In Fig. 8 we present
the gap error dependence on the plane wave representation.
Unfortunately, the gap error does not converge even at cutoffs
as high as 3600 eV. Extrapolating the trend at high cutoffs,
it seems that one in principle would need an infinite cutoff
to converge the gap error, and even so, the gap error does
not seem to vanish completely, especially in the case of iron.
Using the extended PAW setup for nickel, where also the 3p
electronic orbitals are included as valence states in the band
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FIG. 8. Magnon peak position at the �-point in iron, nickel, and
cobalt as a function of the inverse local field cutoff. Calculations
were performed on a (54, 54, 54) regular Monkhorst-Pack grid for
bcc and fcc structures and a (48, 48, 30) grid for hcp-Co, for all
materials using a broadening parameter of η = 200 meV. For iron,
ω� − 120 meV is plotted for all the points to be visible on a single
axis.

summation of Eq. (77), slows the gap error convergence even
more, but yields a smaller gap error for a plane wave cutoff
extrapolated to infinity. Based on these results, it would seem
that in order to eliminate the gap error altogether, one would
need to drop the frozen core approximation, use an infinite
plane wave cutoff, and possibly also improve the all-electron
partial wave completeness of the PAW data sets. This is bad
news, of course, but there are several practical ways to cir-
cumvent these limitations. As an example, one can invert the
Dyson equation (51) in another basis set than plane waves,
a strategy previously shown to yield smaller gap errors than
the ones reported here [24]. Additionally, different strategies
have been developed to enforce Goldstone’s theorem by in-
troducing information about the exchange-correlation kernel
into the Kohn-Sham susceptibility [26] or vice versa [24,25]
and in that way achieve the consistency needed to guarantee a
Goldstone mode.

G. Magnon dispersion convergence

As shown above, we are able to converge the gap error
ω� within a finite band summation, but not within a finite
plane wave representation. A natural question arises: Can we
converge the magnon dispersion itself? To investigate this, we
have computed the magnon peak positions for a set of wave
vectors in all four materials and as a function of empty shell
bands per atom and plane wave cutoff. Generally, the gap error
itself should not strongly influence the magnon dispersion.
However, it is important for the Landau damping that the
transverse magnetic excitation spectrum and the Stoner con-
tinuum is appropriately aligned as a function of frequency. For
the magnon dispersion convergence, we have used a broad-
ening parameter of η = 200 meV and applied a (54, 54, 54)
regular Monkhorst-Pack grid for the bcc and fcc structures,
while a (48, 48, 30) grid has been used for hcp-Co. With these
grids, we satisfy the 〈�ω〉 � 5 meV criterion. Even though η

itself is not converged, the effect of the broadening parameter
seen in Fig. 6 is sufficiently smooth that we believe the results
to be transferable to lower broadening. After extracting the
magnon peak positions from the transverse magnetic excita-
tion spectrum, we shift the peak positions by ω� to minimize
the effect of the gap error convergence on the convergence of
the full dispersion.

In Fig. 9 the magnon dispersion convergence as a func-
tion of empty shell bands per atom is presented. Clearly,
the magnon dispersion only weakly depends on inclusion of
excited states above the 3d-shell and above approximately 12
empty shell bands per atom, the magnon dispersion can be
considered well converged. Even without empty shell bands, a
good description of the overall magnon dispersion is achieved.
This is reassuring for the scalability to larger systems and
shows that the band summation in excited states is not a
practical limitation in linear response TDDFT for magnon
spectroscopy.

The magnon dispersion convergence in plane wave repre-
sentation is presented in Fig. 10. In comparison to the gap
error, it is much easier to converge the magnon dispersion
in terms of the plane wave cutoff as variations in the relative
magnon peak positions become insignificant above a 1000 eV
cutoff. For nickel with the extended PAW setups, we need a
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FIG. 9. Magnon peak positions relative to the �-peak as a function of the number of empty shell bands per atom included in the band
summation of Eq. (77). Red, green, and teal indicate the magnon peaks at wave vectors 1/3 of the way, 2/3 of the way, and at the end of the
paths � → N, � → X, and � → A (for bcc, fcc, and hcp). Yellow, purple, and blue indicate similar points on the path A → � in the second
BZ of hcp-Co.
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FIG. 10. Magnon peak positions relative to the �-peak as a function of inverse local field cutoff. Red, green, and teal indicate the magnon
peaks at wave vectors 1/3 of the way, 2/3 of the way, and at the end of the paths � → N, � → X, and � → A (for bcc, fcc, and hcp). Yellow,
purple, and blue indicate similar points on the path A → � in the second BZ of hcp-Co.
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cutoff of 1450 eV to converge the magnon peak positions,
yielding only small differences �1.7% from the minimal
setup, as previously discussed. This illustrates the usefulness
of a gap error correction scheme. For a given cutoff, the spec-
tra can be shifted such that the Goldstone condition of ωq = 0
is satisfied, and one is then not limited by the slow gap error
convergence. This implies that the numerical scheme can be
considered exact up to the limitations in PAW projectors and
frozen core states discussed above. However, the convergence
study also illustrates an important disadvantage of the present
implementation. Even though we are able to circumvent the
slow convergence of the gap error, a plane wave cutoff of
1000 eV becomes prohibitive for larger structures. The Dyson
equation (51) is expressed in matrices that scale in size with
the number of plane wave coefficients squared, and as a result,
the memory requirements quickly become a computational
bottleneck. Nevertheless, the results in Fig. 10 illustrate that
less accurate, yet qualitatively correct magnon dispersions
can be extracted at significantly smaller plane wave cutoffs,
especially when using minimal PAW setups. Once again, a
different representation of the spatial coordinates in the Dyson
equation may help to overcome this problem, but even within
the limitations of the plane wave representation and present
computational resources, the ALDA transverse magnetic sus-
ceptibility can be calculated for a wide range of collinear
materials.

IV. RESULTS

On the basis of the convergence study above, we have
computed the transverse magnetic excitation spectrum of bcc-
Fe, fcc-Ni, fcc-Co, and hcp-Co within the ALDA. For these
calculations, 12 empty shell bands per atom were used in
the band summation of Eq. (77) and a 1000 eV plane wave
cutoff was used in the plane wave representation of the Dyson
equation (51). Furthermore, a constant frequency shift was
applied in order to fulfill the Goldstone condition. To converge
the magnon dispersion for reduced wave vectors q inside the
low-frequency Stoner continuum, a broadening parameter of
η = 50 meV was used as well as (90, 90, 90), (84, 84, 84),
and (60, 60, 30) �-centered Monkhorst-Pack k-point grids
for the bcc, fcc, and hcp structures, respectively. Below the
Stoner continuum, where the acoustic magnon mode is free of
Landau damping, the magnon peak positions do not depend
on the broadening, and the the limit η → 0+ should be taken.
To resolve the full magnon spectrum in a single figure, we do
this in an approximate fashion by letting η be q-dependent.
We increase η quadratically as a function of |q| from
η = 5 meV at q = 0 to η = 50 meV at a threshold qt . For
wave vectors |q| > qt , η is held constant. We use a threshold
qt of |qN|/3, |qL|/3 and |qM|/3 for the bcc, fcc, and hcp
structures, respectively.

A. Fe (bcc)

For bcc-Fe, applying the LDA and using the experimental
lattice constant of a = 2.867 Å, we obtain a ferromagnetic
ground state with a spatially averaged spin polarization of
2.20 μB per iron atom. In Fig. 11(a) we present the calcu-
lated macroscopic transverse magnetic excitation spectrum

as a function of wave vector q and compare it to inelastic
neutron scattering (INS) data gathered in the [11̄0] scatter-
ing plane [42]. The transverse magnetic excitation spectrum
has been corrected for a gap error of ω� = 65.6 meV. The
experimental comparison is made to the same dataset in both
the � → N and � → H directions, as the experimentally ob-
served magnon dispersion is isotropic for frequencies up to at
least 120 meV [43]. For wave vectors shorter than 0.5 Å−1,
the magnon dispersion in our transverse magnetic excitation
spectrum is completely isotropic. At 0.5 Å−1 the dispersion
in magnon peak positions flattens out in the � → H direc-
tion, before making a jump to a plateau around 140 meV,
where the magnon dispersion takes a negative slope. The
first jump is shortly followed by a second jump to a new
plateau, again with a decreasing magnon frequency from
215 meV at 0.88 Å−1 to 180 meV at 1.07 Å−1. At this point,
the dispersion makes a third jump to 500 meV and the line
shape gets severely broadened. There continues to be a well-
defined peak position up to q ∼ 1.5 Å−1, where the magnon
frequency is 600 meV, but beyond this point the spectrum
becomes dominated by the low-frequency Stoner excitations,
and it is not possible to discern a collective magnon mode.
This is in contrast to the � → N direction, in which the
magnon mode remains well defined throughout the entire
first BZ with a single plateau around 150 meV and a total
bandwidth of 337 meV. The observed jumps in magnon dis-
persion as well as the disappearance of the magnon mode
in the � → H direction agree well with previous theoreti-
cal results [16,18,24,26,27,33]. The magnon frequency jumps
arise because the magnon mode crosses stripe-like features
in the Kohn-Sham spectrum corresponding to well-defined
Stoner excitations residing below the main Stoner continuum.
The appearance of stripe-like features is an itinerant electrons
effect and is further discussed in the context of fcc-Ni in
the following section as well as in the work of Friedrich
and coworkers [18]. Experimentally, a significant intensity
drop has been reported for wave vectors longer than 0.6 Å−1

[43], but a full experimental picture is not available as the
present data is restricted to frequencies below 160 meV. In the
frequency range available, the ALDA transverse magnetic ex-
citation spectrum seems to match the experimentally extracted
magnon dispersion well.

In Fig. 11(c) the extracted dispersion in magnon peak
positions along the � → N direction is compared with exper-
imental as well as ab initio references. Singh [27], Rousseau
[26], Buczek [24], and coworkers use different implementa-
tions of the LR-TDDFT methodology in the ALDA, removing
the gap error by applying a constant frequency shift, adding a
corrective contribution to χ+−

KS and forcing the smallest q = 0
energy eigenvalue of χ+− to zero, respectively. Müller and
coworkers [17] apply MBPT in the LDA, but with an ad hoc
adjustment of the exchange splitting to remove the gap error.
Cao and coworkers [33] apply the LDA to TD-DFPT, which
does not suffer from any gap error. At short wave vectors,
all theoretical dispersion relations agree nicely, but for wave
vectors longer than |q| = 0.3 |qN|, the Stoner continuum starts
to skew the magnon line shape and discrepancies between re-
sults start to form. Similar to the magnon dispersion presented
here, Singh, Rousseau, and Cao all report a plateau midway
between the � and N points, but at lower energies than the

245110-17



THORBJØRN SKOVHUS AND THOMAS OLSEN PHYSICAL REVIEW B 103, 245110 (2021)

N Γ H
q

0

200

400

600

800

1000

1200

ω
[m

eV
]

(a) Loong (exp.)

0 100 200 300 400
ω [meV]

0

1

2

3

4

5

S
+
−

(q
,ω

)
[a

.u
.]

(b) |q|/|qN|
0.29
0.33
0.38
0.42
0.44
0.47
0.51

Γ N
q

0

50

100

150

200

250

300

350

400

ω
q

[m
eV

]

(c)This study
Loong (exp.)
Singh
Rousseau
Buczek

rellüM
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FIG. 11. Transverse magnetic excitation spectrum of bcc-Fe computed within the ALDA. (a) The macroscopic (unit-cell averaged) G = 0
component of the spectrum is shown as a heat map and function of wave vector q and frequency ω. The spectrum was computed on a N-�-H
band path and is compared to inelastic neutron scattering data [42]. (b) The spectral intensity is shown as a function of frequency for a range of
fixed values for q along the �-N path. (c) The magnon peak positions extracted along the �-N path are shown and compared to experimental
[42] as well as ab initio references [17,24,26,27,33].

plateau we find. The upper plateau frequency seems to match
better the experimental dispersion; however, it is unclear from
the experimental evidence whether there should be a plateau
or not. Buczek and collaborators report an overall magnon
dispersion that agrees very well with our results, except that
it does not display a frequency plateau. Finally, a wide range
of values are reported for the bandwidth among the different
theoretical methods.

Most likely, the discrepancies between theoretical (A)LDA
results arise from details in the representation of the Stoner
continuum. In Fig. 11(b) we present the transverse magnetic
excitation spectrum for wave vectors below the plateau and
around the onset of the plateau. Just below the plateau, the
magnon peak intensity is attenuated as the line shape at-
tains a long tail towards higher frequencies, resembling the
magnon line shapes of wave vectors on the plateau itself.
On the plateau, the magnon line shape more closely resem-
bles a Lorentzian with a less pronounced Landau damping.
In this way, the plateau shape is intimately related to the
low-frequency Stoner continuum, which is sensitive to both
broadening procedure and k-point sampling, as shown above,
as well as details in the DFT ground state calculation. Hope-
fully, the rigorous convergence analysis presented here can be
a step towards resolving some of the discrepancies between
different implementations in regards of the former. Concern-
ing the DFT ground states, there are discrepancies already

in the ground state magnetization reported. Singh, Rousseau,
Müller, Cao, and collaborators reports values for the LDA
average spin polarization of 2.00 μB, 2.11 μB, 2.20 μB, and
2.16 μB within their respective ground state methodologies.
This implies quantitatively different Fermi surfaces, which
will influence the low-frequency Stoner continuum and the
magnon modes embedded in it. Furthermore, the gap error
correction procedure can affect the frequency alignment of
magnon mode and Stoner continuum, which may also influ-
ence the magnon dispersion.

B. Ni (fcc)

In Fig. 12(a) we present the transverse magnetic excitation
spectrum of ferromagnetic fcc-Ni. The spectrum is based on
a LDA ground state calculation with lattice constant a =
3.524 Å, resulting in an average spin polarization per nickel
atom of 0.627 μB. The spectrum is presented as a function of
wave vector q along the X-�-L path and is compared to the
magnon dispersion as measured by inelastic neutron scatter-
ing [44]. A gap error of ω� = −21.5 meV was accounted for.
The magnon dispersion extracted from the transverse mag-
netic excitation spectrum is isotropic for small wave vectors,
but at q = 0.17 qX (q = 0.3 Å−1) there is a sudden increase
in the magnon frequency, which is not present in the � →
L direction. For wave vectors longer than q = 0.3 Å−1, the
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FIG. 12. Transverse magnetic excitation spectrum of fcc-Ni computed within the ALDA. (a) The macroscopic (unit-cell averaged) G = 0
component of the spectrum is shown as a heat map and function of wave vector q and frequency ω. The spectrum was computed on a X-�-L
band path and is compared to inelastic neutron scattering data [44]. (b) The spectral intensity is shown as a function of frequency for a range
of fixed values for q along the �-X path. The corresponding Kohn-Sham spectrum of Stoner excitations (multiplied in intensity by a factor of
25) is shown as translucent lines. (c) The magnon peak positions extracted along the �-X path are shown and compared to experimental [44]
as well as ab initio references [15,17,24,26,27,33].

magnon dispersion remains slightly anisotropic. The acoustic
magnon mode remains well defined in both directions all the
way to the first BZ edge, although the spectral width of the
mode is more severely broadened due to Landau damping
along the � → L direction for long wave vectors. Along
the � → X path, the magnon dispersion attains a maximum
frequency of 504 meV at q = 1.19 Å−1 before decreasing
to a value of 484 meV at the BZ edge. Along the � → L
direction, the magnon frequency is maximal at the BZ edge
itself resulting in a bandwidth of 441 meV.

Except for short wave vectors along the � → L direction,
the computed magnon excitation spectrum fails to reproduce
the experimentally observed magnon dispersion. The ALDA
treatment results in a significantly more dispersive magnon
mode compared to experiment, and where two coexisting
modes are observed experimentally along the � → X direc-
tion, we observe mostly just one. In accordance with previous
(A)LDA studies [15,18,24,33], a double-peak line shape is
observed around q ∼ 0.15 qX, that is, at the point where
there is a jump in the magnon frequency, but the coexistence
happens only in a very narrow range of wave vectors q. In
Fig. 12(b) we present the spectral line shapes around this
value, for both the spectrum of transverse magnetic excita-
tions as well as the single-particle Stoner excitations encoded
in S+−

KS (q, ω). For the wave vectors shorter than 0.17 |qX|,

the line shape of S+−(q, ω) has a shoulder above the main
magnon peak, clearly originating from a well-defined single-
particle Stoner peak sitting below the main Stoner continuum
in S+−

KS (q, ω). As the magnon mode and Stoner peak become
close in frequency, a new collective peak is developed above
the Stoner peak, coexisting with the Goldstone mode only at
q = 0.14 qX , where the Stoner peak is wedged in between the
two collective peaks. At q = 0.17 qX , the Stoner peak disap-
pears to negative frequencies and the upper collective magnon
mode acquires the entire spectral weight. A comprehensive
discussion of this phenomena stemming from a stripe-like
feature in the single-particle Stoner spectrum can be found
in the previous literature [14,15,18,24].

In Fig. 12(c) we compare the extracted magnon dispersion
along the � → X direction with theoretical literature values
as well as the experimental data. Şaşıoğlu and coworkers
[15] treat the problem within MBPT, employing the LDA and
scaling the screened Coulomb potential in order to remove
the gap error. The other theoretical references are described
in Sec. IV A. Between different methodologies, there seems
to be a good agreement for the (A)LDA magnon dispersion
of wave vectors up to q ∼ 4/9 qX. Beyond this point there
are significant differences in the extracted magnon frequency,
resulting once again in a broad range of different values for
the bandwidth. However, there seems to be a good agreement
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FIG. 13. Transverse magnetic excitation spectrum of fcc-Co computed within the ALDA. (a) The macroscopic (unit-cell averaged) G = 0
component of the spectrum is shown as a heat map and function of wave vector q and frequency ω. The spectrum was computed on a X-�-L
band path and is compared to inelastic scanning tunneling spectroscopy data [11]. (b) The spectral intensity is shown as a function of frequency
for a range of fixed values for q along the �-X path. (c) The magnon peak positions extracted along the �-X path are shown and compared to
experimental [11] as well as ab initio references [17,24,27].

about the position of the magnon dispersion maxima. As
argued in Sec. IV A, at least some of the quantitative discrep-
ancies in the magnon dispersion inside the Stoner continuum
can be attributed to differences in the underlying DFT ground
states and to improve consistency of ALDA results in the
future, one would need to investigate why the different ground
state DFT methodologies result in different Stoner spectra.
To actually match the experimental dispersion, one would
need to go beyond the (A)LDA. The poor performance of
(A)LDA in the case of fcc-Ni is known to originate from the
exchange splitting being overestimated by roughly a factor of
two [15]. As seen in Fig. 12(c), Müller and coworkers obtain
an improved description of the magnon dispersion, which is
due to their adjustment of the exchange splitting in connection
with the removal of the gap error. To get an improved ab initio
description of fcc-Ni within LR-TDDFT, one would need an
exchange-correlation functional that improves the exchange
splitting in its own right. Furthermore, one can also expect
inclusion of nonlocal effects in the exchange part of the kernel
to decrease the magnon (spin-wave) stiffness [45].

C. Co (fcc)

Similar to the treatment of bcc-Fe and fcc-Ni presented
above, we have computed the transverse magnetic excitation

spectrum for fcc-Co and compared the extracted magnon
peak positions with experimental as well as theoretical refer-
ences. These results are presented in Fig. 13. The spectrum
was computed on the basis of a LDA ground state with
average spin polarization per Co atom of 1.62 μB, using
a = 3.539 Å for the lattice constant. The original gap error
was ω� = −10.8 meV. The computed magnon spectrum in
Fig. 13(a) is fairly isotropic even at long wave vectors. For
wave vectors longer than q = 0.44 Å−1, local differences in
the dispersion between directions start occurring, but only
beyond q = 1.35 Å−1 do the branches start to split. At this
point, (q = 0.88 |qL|), the magnon mode approaches the BZ
edge in the � → L direction and starts to flatten out, whereas
the mode continues to disperse towards higher frequencies in
the � → X direction. As such, we end up with bandwidths of
555 meV and 757 meV in the two directions, respectively.

As evident from Figs. 13(a) and 13(c), the computed
magnon dispersion compares very well to the reference ex-
perimental dispersion, which itself was inferred from inelastic
scanning tunneling spectroscopy data measured on a nine-
monolayer Co/Cu(100) film [11]. We compare with the same
data set in both directions, as most of the data points lie
within the isotropic dispersion range. In addition to the exper-
imental comparison, there is also a good agreement between
the entire dispersion computed within ALDA using different
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FIG. 14. Transverse magnetic excitation spectrum of hcp-Co computed within the ALDA. The spectrum is shown as a heat map and
function of wave vector G + q and frequency ω. The spectrum was computed on a �-M-K-�-A band path for the reduced wave vector q
(lower axis) and is shown in the first and second Brillouin Zones (upper axis). The magnon peak positions are plotted on top of the heat map
and compared to inelastic neutron scattering data [46] as well as ALDA results from the literature [24].

implementations of LR-TDDFT. This may be a result of
the excitation spectrum having a more trivial dependence of
the line shape as a function of q compared to the cases of
bcc-Fe and fcc-Ni. In Fig. 13(b) the spectral line shapes are
shown for wave vectors evenly distributed along the � →
X path. Most of the line shapes are well approximated by
Lorentzians of increasing width, meaning that the Stoner con-
tinuum mainly broadens the collective magnon mode without
altering its shape. If the low-frequency Stoner continuum does
not strongly influence the magnon peak positions, this implies
that the theoretical magnon dispersion is less susceptible to
subtle differences in the DFT ground state calculation on
which it is based.

D. Co (hcp)

As the last material investigated in this study, we present
the transverse magnetic excitation spectrum of hcp-Co in
Fig. 14. Using a = 2.507 Å for the lattice constant, we obtain
a LDA ground state with an average spin polarization of
1.59 μB, very close to the value in fcc-Co. The spectrum has
been corrected for a gap error of ω� = −8.1 meV. Because
hcp-Co has two magnetic atoms in the unit cell, the magnon
spectrum include an optical mode as well as the acoustic
(Goldstone) mode. The spectral function of transverse mag-
netic excitations, S+−

G (q, ω), record excited states where the
spin orientation is precessing with a wave vector G + q with
respect to the ground state. Accordingly, the optical mode
manifests itself for wave vectors with which the spin orien-
tation of the two magnetic atoms in the same unit cell are
precessing out of phase. This is the case for the second BZ
in hcp-Co, and in Fig. 14 we show the spectral function in the
second BZ as well as the first. We present also the extracted
magnon peak positions and compare them to experimental

INS data [46] as well as reference ALDA values from a
literature LR-TDDFT calculation [24].

We obtain well-defined magnon modes for all investigated
wave vectors G + q, although the optical mode is substan-
tially attenuated by Landau damping. The magnon dispersion
is isotropic along all three directions up to q = 0.48 Å−1. Be-
yond this point, the magnon dispersion is generally steepest in
the � → A direction, and at the second BZ center, 1.545 Å−1

from the reciprocal space origin, the magnon dispersion at-
tains a maximum with a frequency of 553 meV. The magnon
frequencies at the first BZ edge is very similar at the M and K
points, with 471 meV and 475 meV, respectively. Because the
M-point (q = 1.447 Å−1) lies closer to the �-point compared
to the K-point (q = 1.671 Å−1), the upper part of the magnon
dispersion is generally slightly steeper along the � → M path
compared to the � → K path.

Overall, hcp-Co has a relatively isotropic magnon disper-
sion, as is the case of fcc-Co. The extracted magnon peak
positions match quite well with experiment along the � → M
direction, whereas the upper part of the dispersion towards
the second BZ center is somewhat overestimated. These con-
clusions are consistent with previous ALDA results (also
plotted). However, we see some discrepancies for the magnon
dispersion of the optical branch between the LR-TDDFT im-
plementations. The entire �-K-M-� optical magnon branch
lies in close proximity to a dense region of the Stoner contin-
uum. As such, the magnon dispersion is strongly influenced
by local variations in S+−

KS,G(q, ω) and at least some of the
discrepancies can be attributed to subtle differences in the
respective DFT ground states. Meanwhile, the small bumps in
the �-K-M-� optical magnon dispersion might also indicate
that the Stoner continuum was not appropriately converged
with respect to the k-point density and broadening parameter
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η. In the convergence analysis underlying the present choice
of parameters, the average frequency displacement, 〈�ω〉,
was analyzed for S+−

KS,G(q, ω) within the first BZ only.

V. SUMMARY AND OUTLOOK

We have applied the Kubo formalism to time-dependent
spin-density functional theory and shown how to compute the
four-component plane wave susceptibility from first princi-
ples. Although the theory is already well known, we have
provided a self-contained compilation suitable for plane wave
treatments within LR-TDDFT. The methodology has been
implemented in the GPAW electronic structure package,
enabling accurate computations of the transverse magnetic
susceptibility. Within the limitations of the frozen core ap-
proximation and a finite set of PAW projector functions, the
implemented methodology is formally exact, given that proper
convergence in computational parameters is achieved. Thus,
all approximations are due to the collinear spin-density func-
tional theory framework and the chosen exchange-correlation
functional/kernel.

A detailed convergence analysis was performed regarding
spectral broadening, k-point sampling, plane wave represen-
tation and truncation of the unoccupied bands. In particular, it
was shown that in order to obtain an appropriate description
of the low-frequency Stoner continuum, the k-point density
and broadening parameter η need to be converged in parallel.
To this end, we have introduced the average displacement
frequency 〈�ω〉, which provides reliable guidance for choos-
ing values of η that result in converged magnon dispersion
relations. 〈�ω〉 is calculated from the single-particle Stoner
spectrum only, which itself is fast to compute. We have as-
sessed the gap error convergence and found that it is not
possible to converge ω� within a finite plane wave basis.
However, the gap error can be effectively accounted for by ap-
plying a constant shift to the spectrum of transverse magnetic
excitations, such that the Goldstone condition is fulfilled. As
a result, it is possible to attain convergence of the magnon
dispersion relation itself within a finite basis set and a modest
number of unoccupied bands.

Using the implemented methodology and converged nu-
merical parameters, the transverse magnetic excitation spec-
trum was computed for 3d transition metals iron, nickel,
and cobalt. For bcc-Fe, fcc-Co, and hcp-Co, the ALDA was
shown to reproduce experimental magnon dispersions in a
satisfactory manner, whereas the magnon dispersion in fcc-Ni
is overestimated due to the well-known overestimation of the
ground state exchange splitting energy �x with LDA. All
results match previous (A)LDA literature well for short wave
vectors q, but inside the low-frequency Stoner continuum,
literature values for the magnon peak positions vary substan-
tially. These discrepancies were discussed in detail and mostly
attributed subtle differences in the underlying DFT ground
states.

First principles calculations of magnons are rather scarce
in the literature and most studies have focused on iron, nickel,
or cobalt. This is likely due to the conspicuous role of these
materials when discussing magnetic solids and partly due to
the fact that these materials can be described within small unit

cells, rendering otherwise prohibitively demanding TDDFT
computations feasible. There is, however, a vast experimental
literature on transverse magnetic excitations in a wide range of
solids, and it is our hope that first principles calculation of the
transverse magnetic susceptibility can be carried out routinely
in the future. The convergence study of this work implies
that the treatment of complex magnetic materials requires
additional method development in order to lower the demands
on the computational power, but several well-known magnetic
materials with small unit cells should be within reach using
the present framework [47,48]. To this end, itinerant magnets
seem to be the most challenging, as the Stoner spectrum is
gapped for insulators and the magnons less sensitive towards
k-point sampling and broadening. In addition, the Heisenberg
model often provides a rather accurate description for insu-
lators, with parameters that can be obtained directly from
ground state DFT calculations [49–51]. Still, it would be
of fundamental interest to compare the dispersion relations
obtained from a first principles Heisenberg model with a
direct computation from TDDFT. Such a comparison could
yield valuable insight into the limitations and virtues of both
methods.

In this work, we have applied a collinear description of the
3d transition metals, as spin-orbit interactions are nearly neg-
ligible for iron, cobalt, and nickel. However, materials with
strong spin-orbit coupling may exhibit a wealth of interest-
ing effects. Specifically, spin-orbit effects provide a coupling
between the transverse and longitudinal magnetic excitations
as well as to the density response. This implies, for example,
that magnons can be accessed by perturbing electric fields
and that magnons may couple to plasmons and excitons in
metals and insulators, respectively. Moreover, spin-orbit cou-
pling may induce topological gaps between magnon branches
[52,53], which implies the existence of topological robust
surface magnons, or induce nonreciprocity in the magnon
dispersion relation [54]. We believe that first principles cal-
culations could help unravel such exotic phenomena in the
future.

APPENDIX A: LINEAR RESPONSE THEORY

1. Dynamic susceptibilities and spectral functions

For experimental as well as theoretical spectroscopy, the
central object of interest is the susceptibility of the system.
In the framework of linear response theory, the retarded sus-
ceptibility χBA(t − t ′) gives the change in a system coordinate
B̂ = B̂† at time t to a weak external perturbation in the system
coordinate Â = Â† at time t ′, to linear order:

Ĥ (t ) = Ĥ0 + Ĥext (t ), Ĥext (t ) = Â f (t ), (A1)

〈δB̂(t )〉 = 〈B̂(t )〉 − 〈B̂〉0 =
∫ ∞

−∞
dt ′ χBA(t − t ′) f (t ′). (A2)

Here Ĥ0 is the time-independent system Hamiltonian, f (t ) is
a coordinate external to the system, and 〈B̂〉0 is the expecta-
tion value of the coordinate B̂ in the absence of the external
perturbation Ĥext (t ).
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The retarded susceptibility can be computed from the Kubo
formula [55]

χBA(t − t ′) = − i

h̄
θ (t − t ′)〈 [B̂0(t ), Â0(t ′)] 〉0, (A3)

where θ (t − t ′) is the step function, making the susceptibility
retarded, while Â0(t ′) = eiĤ0t ′/h̄Â e−iĤ0t ′/h̄ and B̂0(t ) carry the
time dependence in the interaction picture. Due to the step
function in Eq. (A3), the retarded susceptibility is analytic
in the upper half of the complex frequency plane. Inserting
a complete set of energy eigenstates to the system Hamil-
tonian Ĥ0 and carrying out the Fourier-Laplace transform
(see Appendix B 1 for definitions), one obtains the dynamic
susceptibility in the Lehmann representation:

χBA(z = ω + iη) =
∑
α,α′

〈α|B̂|α′〉〈α′|Â|α〉
h̄ω − (Eα′ − Eα ) + ih̄η

(nα − nα′ ),

(A4)
where z is the complex frequency and ω and η are real with
η > 0. |α〉 denotes an energy eigenstate of Ĥ0 with energy
Eα and population factor nα (when the system in the absence
of the perturbation is in thermal equilibrium with a bath of
temperature T ).

If Ĥ0 is known and can be diagonalized, the Lehmann
representation (A4) can be used to evaluate the dynamic
susceptibility. Conversely, (A4) can be used to interpret a mea-
sured or computed susceptibility in terms of the fundamental
excitations of the system. In particular, it is useful to split the
dynamic susceptibility into its reactive and dissipative parts,
χ ′

BA(z) and χ ′′
BA(z) [6]:

χBA(z) = χ ′
BA(z) + iχ ′′

BA(z), (A5a)

χ ′
BA(z) = χ ′

AB(−z∗) = 1

2
[χBA(z) + χAB(−z∗)], (A5b)

χ ′′
BA(z) = −χ ′′

AB(−z∗) = 1

2i
[χBA(z) − χAB(−z∗)]. (A5c)

This operation has the effect of splitting the simple poles in
the Lehmann representation (A4) into its real and imaginary
parts:

χ ′
BA(ω + iη) =

∑
α,α′

〈α|B̂|α′〉〈α′|Â|α〉(nα − nα′ )

× Re

[
1

h̄ω − (Eα′ − Eα ) + ih̄η

]
, (A6a)

χ ′′
BA(ω + iη) =

∑
α,α′

〈α|B̂|α′〉〈α′|Â|α〉(nα − nα′ )

× Im

[
1

h̄ω − (Eα′ − Eα ) + ih̄η

]
, (A6b)

of which the imaginary part of the simple poles are
Lorentzians of width 2h̄η and amplitude −π . In the limit
η → 0+, for which the notation χBA(ω) = χBA(ω + i0+) is
used, the Lorentzians become δ functions.

For a system Ĥ0 with a nondegenerate ground state |α0〉
and ground state energy E0, the Lehmann representation (A4)
reduces to a single sum over excited states in the zero temper-

ature limit:

χBA(ω + iη) =
∑
α �=α0

[
〈α0|B̂|α〉〈α|Â|α0〉

h̄ω − (Eα − E0) + ih̄η

− 〈α0|Â|α〉〈α|B̂|α0〉
h̄ω + (Eα − E0) + ih̄η

]
. (A7)

Moreover, the dissipative part of the dynamic susceptibility
may be expressed as a spectral function for the induced exci-
tations:

SBA(ω) ≡ −χ ′′
BA(ω)

π
= ABA(ω) − AAB(−ω), (A8)

ABA(ω) =
∑
α �=α0

〈α0|B̂|α〉〈α|Â|α0〉 δ(h̄ω − (Eα − E0)). (A9)

Thus, the dissipative part of the dynamic susceptibility con-
tains both the spectrum of excited states generated by Â,
reversed by B̂, at positive frequencies, and the spectrum gen-
erated by B̂, reversed by Â, at negative frequencies. In this
way, the susceptibility not only is a quantity characterizing the
system response to external perturbations, but it also contains
valuable information about the eigenstates of the underlying
quantum system.

The intimate relation between the underlying quantum sys-
tem and the dynamic susceptibility is further illustrated by
the spectral moments of its dissipative part. The moments
generate a range of expectation values of the quantum system,
valid also at finite temperatures [6,56]:∫ ∞

−∞
(h̄ω)nSBA(ω) dh̄ω = (−h̄)n

〈[
L̂n

0B̂, Â
]〉

0, (A10)

where L̂0 is the Liouville operator of the system,

L̂0B̂ = 1

h̄
[Ĥ0, B̂]. (A11)

Equation (A10) is commonly refered to as the nth-order sum
rule.

2. Linear response theory and spectroscopy

In the context of a spectroscopic experiment, the dissi-
pative part of the dynamic susceptibility, χ ′′

BA(ω), gives the
spectrum of transitions between energy eigenstates induced
by the perturbation in question (A6b). By the virtue of the
fluctuation-dissipation theorem [55–58], this spectrum is di-
rectly related to the fundamental fluctuations of the system as
well as the energy dissipation.

More specifically, one may consider the response to a har-
monic perturbation [6]

f (t ) = f0 cos(ω0t ) = f0

2
(e−iω0t + c.c.). (A12)

Insertion into the response relation (A2) and application of the
convolution theorem yields

〈δB̂(t )〉 = f0

2
[χBA(ω0)e−iω0t + χBA(−ω0)eiω0t ]. (A13)

Now, using the Lehmann representation (A4), it is straightfor-
ward to show that any retarded susceptibility as defined by the
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Kubo formula (A3) satisfy

χB†A† (−z∗) = χ∗
BA(z). (A14)

Insertion into Eq. (A13) reveals that the real and imaginary
parts of the dynamic susceptibility gives the response in- and
out-of-phase of the harmonic perturbation, respectively:

〈δB̂(t )〉 = f0
{
Re[χBA(ω0)] cos(ω0t )

+ Im[χBA(ω0)] sin(ω0t )}. (A15)

Finally, only the out-of-phase response contribute to energy
dissipation on average. Consequently, the mean rate of energy
absorption in the system (Q = d〈Ĥ〉/dt = 〈Â(t )〉df /dt) is
proportional to Im[χAA(ω0)]:

Q̄ = − 1
2 f 2

0 ω0Im[χAA(ω0)] = − 1
2 f 2

0 ω0χ
′′
AA(ω0). (A16)

In the last equality, it was used that Eq. (A14) implies
χAA† (−z∗) = χ∗

A†A(z), meaning that

χ ′
A†A(z) = Re[χA†A(z)], (A17a)

χ ′′
A†A(z) = Im[χA†A(z)]. (A17b)

With this in hand, various spectroscopic techniques can di-
rectly probe χ ′′

AA(ω) by tracking the energy dissipated from the
source of the perturbation. Finally, the energy dissipation is
related directly to the transitions between system eigenstates
through Eq. (A6b) or specific ground state excitations through
Eqs. (A8) and (A9).

3. Dynamic susceptibilities of periodic crystals

As discussed, the dynamic susceptibility is a fundamental
property of any quantum system Ĥ0. In particular, it gives the
system response to a weak external perturbation and charac-
terizes the spectrum of system excitations that the perturbation
generates to linear order. In the case of real life materials, one
has to consider a perturbation which varies in both time and
space. If the Born-Oppenheimer approximation is employed,
such that Ĥ0 only needs to describe the electronic degrees of
freedom in the material, such a perturbation may be written

Ĥext (t ) =
∫

dr Â(r) f (r, t ), (A18)

where Â(r) = Â†(r) is taken to be an electronic one-body
operator. The Kubo formalism itself is not restricted to the
consideration of one-body operators and what follows can be
easily generalized if needed. Now the retarded susceptibility
gives the electronic system response in some coordinate B̂
(also taken to be a one-body operator) at position r and time t
to a weak perturbation of the system coordinate Â at position
r′ and time t ′:

〈δB̂(r, t )〉 =
∫ ∞

−∞
dt ′

∫
dr′ χBA(r, r′, t − t ′) f (r′, t ′). (A19)

The Kubo theory described above can be easily applied to
χBA(r, r′, t − t ′), simply by letting Â = Â(r) and B̂ = B̂(r) =
B̂†(r). In particular, the transition matrix elements entering the
Lehmann representation (A4) will now depend on position:

Aα′α (r) ≡ 〈α′|Â(r)|α〉. (A20)

In the study of periodic crystals, the material in question
is represented as a quantum system which is invariant under
lattice translations, [T̂R, Ĥ0] = 0. Here T̂R denotes the unitary
generator of translations r → r − R, where R is any lattice
vector connecting two points on the Bravais lattice of the
crystal. The commutation relation implies that the eigenstates
of T̂R diagonalize Ĥ0, and, according to Bloch’s theorem, the
eigenvalues may be written in terms of real wave vectors kα:

T̂R|α〉 = eikα ·R|α〉. (A21)

This has important consequences for the dynamic susceptibil-
ity of the system. It implies that all transition matrix elements
transform as Bloch waves under lattice translations:

Aα′α (r + R) = 〈α′|Â(r + R)|α〉 = 〈α′|T̂ †
R Â(r)T̂R|α〉

= e−iqα′α ·RAα′α (r). (A22)

The reduced wave vector qα′α ≡ (kα′ − kα ) − Gα′α , repre-
sents the difference in crystal momentum between the two
states |α′〉 and |α〉, where Gα′α is a reciprocal lattice vec-
tor chosen such that qα′α lies within the first BZ. Following
Eq. (A22), the transition matrix elements can be written on a
Bloch wave form, with periodic parts aα′α (r + R) = aα′α (r):

Aα′α (r) = cell


e−iqα′α ·raα′α (r). (A23)

Here the periodic parts have been normalized by the crystal
volume  and the unit cell volume cell, so as to make aα′α (r)
size intensive, that is, independent of the crystal volume. As a
consequence of Eq. (A23),

Bαα′ (r + R)Aα′α (r′ + R) = Bαα′ (r)Aα′α (r′), (A24)

and from Eq. (A4), it is concluded that also the dynamic
susceptibility is a periodic function:

χBA(r + R, r′ + R, z) = χBA(r, r′, z). (A25)

The retarded susceptibility as defined by Eq. (A19) de-
scribes the system response on all time and length scales
simultaneously. χBA(r, r0, t − t0) gives the response at a
specific position r and time t to a perturbation which is com-
pletely local in space and time: f (r, t ) ∝ δ(r − r0)δ(t − t0).
Thus, it describes the microscopic details and mechanisms
that can be activated by an external source, but it does not
directly describe the macroscopic properties of the material.
To investigate the macroscopic properties embedded in the
susceptibility, the response to a plane wave perturbation is
considered:

Ĥext (t ) =
∫

dr Â(r)
f0

2
[ei(k0·r−ω0t ) + c.c.]. (A26)

Then one can ask: To linear order in f0 ∈ R, what is the
strength of induced plane wave fluctuations in the system
coordinate B̂,

〈δB̂(k, ω)〉 =
∫ ∞

−∞
dt

∫
dr e−i(k·r−ωt )〈δB̂(r, t )〉? (A27)

To answer this question, the plane wave susceptibility is
introduced as the lattice Fourier transform of the dynamic
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susceptibility:

χGG′
BA (q, z) ≡

∫∫
dr dr′


e−i(G+q)·rχBA(r, r′, z)ei(G′+q)·r′

,

(A28)
where G and G′ are reciprocal lattice vectors, while q is a
wave vector within the first BZ. Now, due to the periodicity of
the dynamic susceptibility (A25), its spatial Fourier transform
is diagonal in wave vectors q and q′ (see Appendix B 2):

χBA(G + q, G′ + q′, z) = (2π )D


χGG′

BA (q, z)δ(q − q′),
(A29)

where D is the dimensionality of the problem. With this,
Eqs. (A19) and (A26) are inserted into Eq. (A27), and the
convolution theorem is used to obtain

〈δB̂(k, ω)〉
(2π )D+1

= f0

2

[
χ

GG0
BA (q, ω)δ(q − q0)δ(ω − ω0)

+χ
G−G0
BA (q, ω)δ(q + q0)δ(ω + ω0)

]
, (A30)

where k = G + q and k0 = G0 + q0. Inverting the Fourier
transforms of Eq. (A27),

〈δB̂(r, t )〉 = f0

2

∑
G

[
χ

GG0
BA (q0, ω0)ei([G+q0]·r−ω0t )

+χ
−G−G0
BA (−q0,−ω0)e−i([G+q0]·r−ω0t )

]
. (A31)

From this, the physical interpretation of the plane wave sus-
ceptibility, χGG′

BA (q, ω), is clear: It is a fundamental material
property, giving the plane wave coefficients of the material
response in coordinate B̂ to a plane wave perturbation in
coordinate Â with wave vector G′ + q and frequency ω per
source strength f0, a response which is diagonal in both ω

and q.

4. Lehmann representation of the plane wave susceptibility

So far, the retarded susceptibility was introduced and de-
fined in terms of the linear response in system coordinates
assumed to be Hermitian Â† = Â and B̂† = B̂; see Eqs. (A1)
and (A2). More generally, operators that are not necessarily
hermitian may be considered taking the Kubo formula (A3) it-
self as the definition of a retarded susceptibility. Starting from
the Kubo formula, the Lehmann representation (A4) and the
separation into reactive and dissipative parts (A6) still hold,
meaning that also dynamic susceptibilities of non-Hermitian
operators are made up out of spectra of excited states in the
system.

For the plane wave susceptibility, one may use the field
operators in the Fourier basis,

Â(Q) ≡
∫

dr e−iQ·rÂ(r), (A32)

with which the susceptibility can be written on a form consis-
tent with Kubo theory:

χGG′
BA (q, z) = 1


χβα (z), (A33a)

β̂ = B̂(G + q), α̂ = Â(−G′ − q). (A33b)

As a result, the plane wave susceptibility also can be split up in
reactive and dissipative parts by applying Eq. (A5) to χβα (z).

In order to do this, it is used that the transition matrix elements
are Bloch waves (A23):

〈α′|Â(−G − q)|α〉 = aα′α (−G) δq,qα′α , (A34)

where δq,qα′α is a Kroenecker-δ counting pairs of energy eigen-
states α′, α with qα′α = q and aα′α (G) is the plane wave
coefficient of the periodic part of the transition matrix ele-
ments

aα′α (G) =
∫

cell

dr e−iG·raα′α (r). (A35)

With this, the Lehmann representation of the plane wave sus-
ceptibility may be written directly from Eq. (A4),

χGG′
BA (q, z) = 1



∑
α,α′

bαα′ (G)aα′α (−G′)
h̄ω − (Eα′ − Eα ) + ih̄η

(nα − nα′ )δq,qα′α ,

(A36)

which may be seen as a generalization of the results for the
dielectric function from Alder [59] and Wiser [60]. Likewise,
the reactive and dissipative parts of the plane wave suscepti-
bility can be written directly from Eq. (A6):

χ ′
βα (ω + iη) =

∑
α,α′

bαα′ (G)aα′α (−G′)(nα − nα′ )δq,qα′α

× Re

[
1

h̄ω − (Eα′ − Eα ) + ih̄η

]
, (A37a)

χ ′′
βα (ω + iη) =

∑
α,α′

bαα′ (G)aα′α (−G′)(nα − nα′ )δq,qα′α

× Im

[
1

h̄ω − (Eα′ − Eα ) + ih̄η

]
. (A37b)

Thus, in the case of the plane wave susceptibility, χGG′
BA (q, z),

the dissipative part is a spectral function for transitions
between energy eigenstates with a difference in crystal mo-
mentum h̄q and energy h̄ω, transitions which can be induced
by Â(−G′ − q), reversed by B̂(G + q) and vice versa.

5. Energy dissipation in periodic crystals

In Sec. A 3 it was shown that the plane wave susceptibility,
χGG′

BA (q, z), gives the plane wave coefficients of the linear
response in system coordinate B̂ to a plane wave perturbation
in coordinate Â. As in Sec. A 1 the out-of-phase response to
the full sinusoidal perturbation (A26) is needed to compute
the energy dissipation. Once again, with Â†(r) = Â(r) and
B̂†(r) = B̂(r), Eq. (A14) may be used to rewrite

χ−G−G′
BA (−q,−z∗) = 1


χB(−G−q) A(G′+q)(−z∗)

= 1


χB(G+q)† A(−G′−q)† (−z∗)

= 1


χ∗

B(G+q) A(−G′−q)(z)

= χGG′ ∗
BA (q, z). (A38)
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With this result, insertion into Eq. (A31) yields

〈δB̂(r, t )〉 = f0

∑
G

{
Re

[
χ

GG0
BA (q0, ω0)

]
× cos([G + q0] · r − ω0t )

− Im
[
χ

GG0
BA (q0, ω0)

]
sin([G + q0] · r − ω0t )

}
.

(A39)

In full analogy with Eq. (A15), the real and imaginary parts
of the plane wave susceptibility gives the response in- and
out-of-phase of the harmonic perturbation, respectively. Using
Eqs. (A26) and (A39), the mean rate of energy absorption may
be computed:

Q̄ = − 1
2 f 2

0 ω0  Im
[
χ

G0G0
AA (q0, ω0)

]
. (A40)

Compared to Eq. (A16), the plane wave susceptibility has
simply been normalized by the crystal volume, such as to
make it a size intensive material property, whereas the dy-
namic susceptibility in Eq. (A16) is a property of the quantum
system Ĥ0.

For a more general perturbation than that of a single plane
wave component in Eq. (A26), the energy dissipation will be
governed by the full plane wave spectrum of induced transi-
tions

SGG′
BA (q, ω) ≡ − 1



χ ′′
βα (ω)

π

= − 1

2π i

[
χGG′

BA (q, ω) − χ−G′−G
AB (−q,−ω)

]
.

(A41)

From Eq. (A17b) it follows that the imaginary part and the
dissipative part of the plane wave susceptibility are the same
along the diagonal. Then, using Eq. (A37b), a clear connection
from the Kubo theory to the quasiparticle picture can be made:

SGG
AA (q, ω) = − Im

[
χGG

AA (q, ω)
]

π

= 1



∑
α,α′

|aα′α (−G)|2(nα − nα′ )

× δq,qα′α δ(h̄ω − (Eα′ − Eα )). (A42)

When various spectroscopic experiments are carried out,
energy dissipation is a direct manifestation of transitions

between the energy eigenstates of the system. Through
Eqs. (A40) and (A42), the rate of energy absorption in a
material at momentum transfer h̄q and transition energy h̄ω

is proportional to the spectral density of eigenstate transitions
associated with quasiparticles of crystal momentum h̄qα′α =
h̄q and energy Eα′ − Eα = h̄ω. The spectrum is weighted by
the periodic part of the transition matrix elements associated
to the spectroscopic technique in question.

APPENDIX B: FOURIER TRANSFORMS

1. Temporal Fourier transform

We use the following definition for the temporal Fourier-
Laplace transform to complex frequencies:

χBA(z) =
∫ ∞

−∞
dt χBA(t )eizt . (B1)

For retarded susceptibilities, χBA(z) is analytic in the upper
half complex plane and has the inverse transform

χBA(t ) = lim
η→0+

∫ ∞

−∞

dω

2π
χBA(ω + iη)e−iωt . (B2)

2. Spatial Fourier transform

For the spatial Fourier transform, the following definition
is used:

f (Q) =
∫

dr f (r)e−iQ·r. (B3)

For two-point functions, f (r, r′), the spatial Fourier transform
is generalized as

f (Q, Q′) = 1



∫∫
dr dr′ e−iQ·r f (r, r′)eiQ′ ·r′

, (B4)

where  is the crystal volume.
Considering a crystal with Bravais lattice points R and unit

cell volume cell, we may change the integration variables:∫∫
dr dr′ g(r, r′) =

∑
R

∫
cell

dr
∫

dr′ g(r + R, r′ + R).

(B5)
Now take G, G′ to be reciprocal lattice vectors and q, q′ to be
a wave vectors within the first BZ, then the Fourier transform
of a periodic two-point function f (r + R, r′ + R) = f (r, r′)
reduces:

f (G + q, G′ + q) = 1



∑
R

∫
cell

dr
∫

dr′ e−i(G+q)·re−iq·R f (r + R, r′ + R)ei(G′+q)·r′
eiq·R

= 1

cell

∫
cell

dr
∫

dr′ e−i(G+q)·r f (r, r′)ei(G′+q)·r′
, (B6)

f (G + q, G′ + q′) = 1



∑
R

∫
cell

dr
∫

dr′ e−i(G+q)·r f (r + R, r′ + R)ei(G′+q′ )·r′
e−i(q−q′ )·R

= 1

cell

∫
cell

dr
∫

dr′ e−i(G+q)·r f (r, r′)ei(G′+q′ )·r′ cell



∑
R

e−i(q−q′ )·R

= f (G + q, G′ + q)
(2π )D


δ(q − q′). (B7)
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For the periodic two-point functions, the notation fGG′ (q) ≡ f (G + q, G′ + q) is introduced and referred to as the lattice Fourier
transform.
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I. SELECTING THE BROADENING PARAMETER
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FIG. 1. Magnon peak positions of nickel relative to the Γ-peak, in color (left axis), and average displacement frequency, in
grey (right axis), as a function of broadening parameter η. The panels (a), (b), (c) and (d) were calculated using (18, 18, 18),
(42, 42, 42), (54, 54, 54) and (78, 78, 78) k-point grids respectively. The colors red, green and turquoise indicate the magnon
peaks at wave vectors 1/3 of the way, 2/3 of the way and at the end of the path Γ→ X. The opaque and translucent markers
represent results calculated using regular and Γ-centered Monkhorst-Pack grids respectively.
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TABLE I. Table of threshold broadening parameters ηt calculated using a 〈∆ω〉 ≤ 5 meV criterion. Each field in the table
represents a k-point grid density for the given material. In the first row of each field, the number of grid points and grid
density is given. For hcp-Co, the density is along the c-direction. In the second row, ηt is given for frequency integration ranges
[−0.2 eV, 0.2 eV], [−0.4 eV, 0.4 eV] and [−0.6 eV, 0.6 eV].

Fe (bcc) Ni (fcc) Co (fcc) Co (hcp)

grid density grid density grid density grid density

±0.2 ±0.4 ±0.6 ±0.2 ±0.4 ±0.6 ±0.2 ±0.4 ±0.6 ±0.2 ±0.4 ±0.6

(12, 12, 6) 3.9

>500 >500 >500

(18, 18, 18) 5.8 (18, 18, 18) 5.8 (18, 18, 18) 5.9

>500 >500 >500 >500 >500 >500 433 472 >500

(24, 24, 24) 7.7 (24, 24, 24) 7.8 (24, 24, 24) 7.8 (18, 18, 12) 7.8

>500 >500 >500 >500 >500 >500 >500 >500 >500 >500 >500 >500

(30, 30, 30) 9.7 (30, 30, 30) 9.7 (30, 30, 30) 9.8

>500 >500 >500 >500 >500 >500 465 410 357

(36, 36, 36) 11.6 (36, 36, 36) 11.7 (36, 36, 36) 11.7 (30, 30, 18) 11.6

>500 >500 >500 385 328 374 213 191 179 160 173 170

(42, 42, 42) 13.6 (42, 42, 42) 13.6 (42, 42, 42) 13.7

437 412 387 467 442 453 389 333 312

(48, 48, 48) 15.5 (48, 48, 48) 15.5 (48, 48, 48) 15.6 (36, 36, 24) 15.5

180 160 156 268 235 273 148 122 121 79.8 105 97.2

(54, 54, 54) 17.4 (54, 54, 54) 17.5 (54, 54, 54) 17.6

150 126 127 159 130 183 181 129 113

(60, 60, 60) 19.4 (60, 60, 60) 19.4 (60, 60, 60) 19.5 (48, 48, 30) 19.4

95 99.3 112 142 126 182 185 143 119 71.7 73.6 72.5

(66, 66, 66) 21.3 (66, 66, 66) 21.4 (66, 66, 66) 21.5

325 298 275 128 100 122 74.4 69 68.4

(72, 72, 72) 23.2 (72, 72, 72) 23.3 (72, 72, 72) 23.4 (60, 60, 36) 23.3

40.1 52.8 65.3 59.9 60.7 66.1 73.4 68.4 60.3 46.5 45.6 46.2

(78, 78, 78) 25.2 (78, 78, 78) 25.3 (78, 78, 78) 25.4

92.3 86.6 105 60.5 53.8 62.9 59 56.2 50

(84, 84, 84) 27.1 (84, 84, 84) 27.2 (84, 84, 84) 27.3 (78, 78, 42) 27.2

45.5 54.1 60.7 49 47.4 68.9 44.2 46.4 44.1 33.3 40.7 33.7

(90, 90, 90) 29.0 (90, 90, 90) 29.1 (90, 90, 90) 29.3

33.4 35.9 40.2 29.3 35.2 32.2 43.9 45.4 40.5

(96, 96, 96) 31.0 (96, 96, 96) 31.1 (96, 96, 96) 31.2 (84, 84, 48) 31.1

28 32.8 40.8 19.2 27.8 20.5 39.8 42.2 36.3 26 28.3 27.1

(102, 102, 102) 32.9 (102, 102, 102) 33.0 (102, 102, 102) 33.2

27.8 32 32.6 18.4 26 19.5 35.1 38.6 32.7
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5.2 Publication B: Interplay between static and
dynamic correlation in itinerant magnets - a first
principles study of magnons in MnBi

In Publication [B], we study the magnon excitations of the itinerant ferromagnet MnBi.
MnBi is an interesting system to address with theoretical magnon spectroscopy for sev-
eral reasons. First of all, the electronic structure of MnBi is quite different than what
we are used to for Fe, Ni and Co. Most of the itinerancy is derived from a number of
dispersive bands of mixed orbital character, whereas the 3d electronic orbitals, which
mainly carry the Mn magnetic moment, form narrow bands gaped by the exchange
splitting. Due to the exchange gap, only the metallic bands of mixed orbital character
give rise to low frequency Stoner pair excitations and the experimental magnon spec-
trum [69] is without distinct itinerant electron effects. However, for an appropriate
description of the material, there is still a need for treating localized and itinerant
electrons on the same footing. To this end, an ab initio treatment of the system can
better elucidate the interplay of effects with different physical origins as compared to
a localized spin model Hamiltonian. More concretely, the Mn atoms are subject to
a strongly correlated nearest-neighbour antiferromagnetic exchange interaction, which
gives rise to inherent magnetic frustration in competition with the long range ferromag-
netic exchange. Lastly, there is excellent single-crystal experimental data available for
the full magnon dispersion as well as a long range of different magnetic properties of
MnBi [69, 70]. For this reason, it provides an unambiguous test bed to showcase the
advantages and drawbacks of the LR-TDDFT methodology, in particular with regards
to the inclusion of correlation effects. In particular, it seems that the LSDA under-
estimates the exchange splitting by a factor of two, and it is necessary to include a
Hubbard correction to the ground state, not only to appropriately describe the magnon
dynamics, but also to capture ground state magnetic moments, structural properties
as well as magnetic anisotropy and magneto-optical effects [71, 72].

5.2.1 The inverse enhancement function
To characterize the collective enhancement of magnon quasi-particles out of the single-
particle Stoner continuum and to better understand the breakdown of the Dyson equa-
tion (3.40) when used on a LSDA+U ground state, we introduce in Publication [B]
the so-called inverse enhancement function (IEF):

κ+−
G (q, ω) = Re

[
χ+−

KS,GG(q, ω)
χ+−

GG(q, ω)

]
. (5.1)

In the homogeneous electron gas limit, the IEF exactly determines the enhancement
of the many-body spectrum, that is, the spectrum is enhanced when κ+−(q, ω) =
1 − Re

[
χ+−

KS (q, ω)
]
f−+

LSDA has a root. In periodic crystals, the collective enhancement
is instead governed by the matrix

(
1 − χ+−

KS (q, ω)f−+
LSDA

)−1
[G] (see the Dyson equation

(3.40)), whereto the IEF provides a post hoc characterization in terms of a simple
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scalar quantity. In frequency dependence, the IEF resembles the real part of the Kohn-
Sham susceptibility with pole-like features at peaks in the Kohn-Sham Stoner spectrum.
Furthermore, also for periodic crystals, the IEF attains a root whenever the many-body
spectrum is maximally enhanced outside the Kohn-Sham Stoner spectrum, that is, one
may essentially characterize the dispersion of undamped magnons in terms of the IEF
roots. In addition, it is our experience that the picture of maximal enhancement at
the IEF roots also holds approximately for Landau damped magnons.

We envision that the IEF can provide a transparent tool for analysis of the itinerant
electron effects in theoretical magnon spectroscopy. In particular, we have found it
extremely useful in order to understand why the stripe-like features in the Kohn-Sham
Stoner spectrum of Fe and Ni make the magnon dispersion jump. For magnon frequen-
cies below the given Stoner peak, the Stoner pair excitations contribute attractively to
the collective enhancement, but for frequencies above the Stoner resonance, this is no
longer the case as the stripe’s contribution to the reactive (real) part of χ+−

KS,GG(q, ω)
has changed sign. In turn, this forces the magnon dispersion to make a discontinuous
jump to higher frequencies as it crosses the Stoner spectral peak. This is most clearly
visualized by the third and largest jump in the magnon dispersion of Fe along the
Γ → H direction, shown in Figure 5.1. Because the IEF inherits a pole-like feature
from the Stoner peak, the IEF attains a new root several hundreds of meV above the
old as the Stoner peak center passes through κ+−(q, ω) = 0. This leads to an equally
large discontinuous jump in the point of maximal enhancement and hence the magnon
dispersion. Due to the change in sign of the Stoner peak’s contribution to the collective
enhancement, we view the magnon modes below and above the Stoner peak as separate
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Figure 5.1: Collective magnon enhancement in bcc-Fe along the Γ → H high-symmetry
path. Left axis: The macroscopic (unit-cell averaged, G = 0) Kohn-Sham Stoner spectrum
and many-body spectrum of transverse magnetic excitations shown in green and blue respec-
tively, with color intensities decreasing with |q| according to the legend. Right axis: Inverse
enhancement function (5.1) plotted in red for each set of noninteracting/many-body spectra.
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modes of excitation. Furthermore, as the stripe-like feature is a direct consequence of
the spin inversion of the given Stoner pair for specific wave vectors q, the multitude of
magnon modes, that such features imply, is an itinerant electron effect.

5.2.2 Summary of results
In the case of MnBi, we use the IEF to find an appropriate scaling of the ALDA kernel
in order to satisfy the Goldstone condition for LR-TDDFT calculations on the basis
of LSDA+U ground states. However, it is in no way certain that a flat scaling of the
ALDA kernel should provide a physical magnon spectrum. In fact, it scales both kernel
contributions from the Mn 3d electrons targeted by the Hubbard correction as well
as contributions from the dispersive bands of mixed orbital character. Furthermore,
the corresponding scaled LSDA xc potential most certainly does not reproduce the
LSDA+U ground state, thus breaking the consistency of the Dyson equation (3.40).
Therefore, it is not a trivial result, that a Hubbard correction included in this way
consistently improves on the ALDA accuracy for the magnon dispersion when compared
to experiment, resulting in an excellent qualitative agreement using Ueff = 3 eV in the
Dudarev Hubbard correctional scheme [61].

The chosen value of Ueff = 3 eV for the Hubbard correction is not only an appropriate
choice based on the constrained random phase approximation and constrained LSDA
methods [71], it also provides the best overall match to the experimental magnon
dispersion in our calculations. Interestingly, there is an upper bound for the choice
of Ueff , above which the ferromagnetic state becomes dynamically unstable, resulting
in a magnetic phase transition to helical order. In Publication [B], we discuss this
transition and is relation to the inherent magnetic frustration in detail. In experiment
however, Ueff cannot be tuned. Instead we show that a similar phase transition can be
induced with hole doping and uniaxial strain, at least in simulation. Because it requires
much less effort to adjust such parameters in simulation compared to experiment, we
believe that theoretical magnon spectroscopy over time can become a valuable tool
for screening the effect of different material variables on quantum phase transitions in
particular and magnetic interactions in general. In essence, Publication [B] provides a
first step in this direction for the material family of transition metal pnictides.
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We present first principles calculations of the dynamic susceptibility in strained and doped fer-
romagnetic MnBi using time-dependent density functional theory. In spite of being a metal, MnBi
exhibits signatures of strong correlation and a proper description in the framework of density func-
tional theory requires Hubbard corrections to the Mn d-orbitals. Here we develop a consistent
rescaling of the exchange-correlation kernel that permits calculations of the dynamic susceptibility
that includes Hubbard corrections without deteriorating the delicate balance between the magnon
dispersion and the Stoner continuum. We find excellent agreement with the experimentally observed
magnon dispersion for pristine MnBi and show that the material undergoes a phase transition to
helical order under application of either doping or strain. The presented methodology pave the way
for susceptibility calculations of a wide range of magnetic materials that require Hubbard corrections
for a proper description of the ground state in the framework of density functional theory.

I. INTRODUCTION

MnBi has been proposed as a promising alternative to
permanent magnets based on rare-earth elements [1–3].
This is primarily due to the large spontaneous magne-
tization at room temperature [4], strong uniaxial mag-
netic anisotropy [5] and the abundance of its constituent
elements [6]. Moreover, it exhibits an extraordinarily
large Kerr rotation [7], which makes it an ideal candi-
date for magnetooptical data storage applications [8, 9].
From a fundamental point of view MnBi is an intrigu-
ing material since it can be regarded as a member of the
transition metal pnictides AX (A=V/Cr/Mn/Fe/Co/Ni,
X=P/As/Sb), which realize a wide variety of spiral mag-
netic orders depending on the composition, pressure and
temperature [10–12]. In particular, MnP and CrAs have
recently been demonstrated to exhibit unconventional su-
perconductivity below 1 K [13] and 2 K [14] respectively.
The superconducting state emerges at the critical pres-
sure for magnetic order and has been argued to imply an
unconventional mechanism for Cooper pairing associated
with magnetic quantum fluctuations [14]. The possibil-
ity of tayloring the magnetic order by pressure or doping
in transition metal pnictides thus facilitates exploration
of unconventional superconductivity in proximity of spi-
ral magnetic order, but the microscopic origin of differ-
ent spiral ordering is complex and still not completely
understood. For example, at low temperatures MnP ex-
hibits helical order at ambient pressure, becomes ferro-
magnetic at ∼ 1 GPa, makes a transition to a second
helical phase at ∼ 1.5 GPa and finally becomes param-
agnetic at 6.7 GPa with a superconducting window at
pressures 6.7 < P < 8 GPa [10]. While MnBi has not
been reported to exhibit phase transitions involving heli-
cal order, a phase transition from ferromagnetic to helical
order has has been observed for the isostructural MnAs

∗ tolsen@fysik.dtu.dk

upon doping with Cr [15] and it is not unlikely that a
similar transition may occur in MnBi.

At room temperature, MnBi crystallizes in the hexag-
onal NiAs structure with space group P63/mmc. Upon
cooling, MnBi undergoes a structural phase transition at
90 K, where the in-plane hexagonal symmetry is slightly
broken and the crystal structure becomes orthorhombic
(space group Cmcm) [16]. It is ferromagnetic up to 630
K where is segregates into Mn1.08Bi and Bi [17], which
are both paramagnetic. The true Curie temperature is
thus unknown, but the lower bound of 630 K indicates
strong magnetic interactions in the material. At room
temperature, MnBi exhibits a large uniaxial magnetic
anisotropy along the c-axis of the NiAs crystal structure.
The anisotropy decreases with decreasing temperature
and aligns with the ab-plane of the orthorhombic phase
below 90 K [16]. For thin film [18, 19] and nanocrystalline
[20] MnBi, it has been shown that Cr doping lowers the
Curie temperature below the segregation temperature for
Mn1−xCrxBi doping levels down to at least x = 0.03. For
Cr doping in the range of 3-15%, Curie temperatures have
been recorded to lie in the 520-560 K range. Moreover,
the coercivity has been shown increase significantly by Cr
doping [20], while the beneficial magneto-optical proper-
ties are retained. To our knowledge there has so far not
been attempts to study the low-temperature magnetic
structure of Cr-doped MnBi.

The magnon spectrum of MnBi at 5 K was been mea-
sured by Williams et al. using inelastic neutron scatter-
ing [21]. The hexagonal phase was assumed in the anal-
ysis of results, which is likely to be a good approxima-
tion due to the strong similarity with the orthorhombic
phase expected at low temperatures [21]. The magnon
band width is on the order of 100 meV and the spec-
trum was found to be gapless as expected from the easy-
plane anisotropy at low temperatures. It was shown
that the spectrum is well reproduced by fitting to an
isotropic Heisenberg model with 6 exchange parameters.
While such a fit may not be unique, the nearest neigh-
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bor interaction was unambiguously shown to be anti-
ferromagnetic having the largest magnitude of all inter-
actions. The inherent magnetic frustration thus makes
it highly plausible that a magnetic phase transition may
be induced by external strain or doping, which will in-
evitable influence the individual exchange parameters dif-
ferently.

From a computational perspective the magnetic ex-
citation spectrum can be accessed at various levels of
accuracy. The simplest approach is to assume a Heisen-
berg model description and extract the exchange param-
eters by a total energy mapping approach in the frame-
work of Density Functional Theory (DFT) [22–24]. This
will yield the spin-wave spectrum directly in the non-
interacting magnon approximation to the model. Alter-
natively, one can obtain the dispersion relation directly
from the magnetic force theorem [25–27], which is more
practical when long range interactions are involved al-
though the method explicitly assumes a classical Heisen-
berg model description. For itinerant magnets, the model
assumption becomes somewhat dubious although it is of-
ten possible to fit spin-wave spectra to Heisenberg mod-
els if enough exchange parameters are included in the
fit [28]. However, certain qualitative aspects, such as
Landau damping cannot be obtained from Heisenberg
models and magnon spectra calculated without reference
to models strongly facilitate comparison and analysis of
experimental results. Linear Response Time-Dependent
Density Functional Theory (LR-TDDFT) provides such
a first principles framework [29, 30] and has been success-
fully applied to extract magnon dispersion relations and
magnon lifetimes for several simple itinerant ferromag-
nets [31–35]. While formally exact, LR-TDDFT in prac-
tice relies on approximations for the exchange-correlation
kernel such as the Adiabatic Local Density Approxima-
tion (ALDA). The accuracy of this approach is strongly
dependent of the system at hand. For example, ALDA
LR-TDDFT captures the magnon spectrum of bcc-Fe
and hcp-Co rather accurately, whereas the bandwidth of
the magnon spectrum of fcc-Ni is overestimated by a fac-
tor of two [35, 36]. The main reason for the inaccuracy is
likely related to the inability of ALDA to correct for the
Kohn-Sham exchange splitting, which is overestimated in
LDA.

In the context of static DFT, the disagreement between
the Kohn-Sham spectrum and the quasi-particle spec-
trum may often be alleviated by the DFT+U approach
[37–39] where an on-site Hubbard repulsion is added,
which tends to localize orbitals and typically increase the
band gap as well as the exchange splitting. In particular,
Antropov et al. [40] have shown that DFT+U is crucial
to describe the ground state magnetic moments as well
as the temperature-dependent magnetic anisotropy cor-
rectly in MnBi. Similarly, a Hubbard correction is also
needed to reach an appropriate description of the struc-
tural properties of MnBi [41]. However, in the context
of LR-TDDFT it is not obvious how to include the Hub-
bard correction at the level of the exchange-correlation

kernel, which introduces a mismatch between the ker-
nel and the orbitals. This has severe consequences for
the calculations since the delicate balance between the
magnon spectrum and single-particle excitations is lost,
leading to a gross violation of the Goldstone theorem in
the combination of DFT+U and ALDA LR-TDDFT.

In the present work, we introduce a simple rescaling
of the exchange-correlation kernel that eliminates the
mismatch between single-particle Stoner spectrum and
magnon spectrum. The rescaling is fixed by the require-
ment of a gap-less acoustic magnon mode and does not
introduce any new free parameters apart from the ground
state Hubbard correction. It is shown that the experi-
mentally measured magnon spectrum is accurately cap-
tured within λALDA+U LR-TDDFT, whereas the ne-
glect of Hubbard corrections leads to an overestimation
of the optical magnon frequencies by at least a factor of
two. In this way, it is demonstrated, that dynamic corre-
lation effects are essential to include in order to correctly
capture the inherent magnetic frustration in MnBi. In-
clusion of the Hubbard correction strengthens the out-of-
plane anti-ferromagnetic exchange interaction, and when
artificially increasing the Hubbard correction beyond the
experimental match, MnBi is imposed a phase transition
to helical order. We demonstrate that MnBi undergoes a
similar phase transition upon the introduction of either
hole-doping (as one would expect in a Cr-alloy) or under
uniaxial compressive strain in the out-of-plane direction.

The paper is organized as follows. In Sec. II we out-
line the theoretical concepts underlying the LR-TDDFT
framework for theoretical magnon spectroscopy. In Sec.
III we show how the Hubbard correction is included and
how to determine the rescaled exchange-correlation ker-
nel that is required when combing LDA+U with ALDA
LR-TDDFT. In addition, we also supply the computa-
tional details. In Sec. IV we present the results of our
study, including static correlation effects in the ground
state, dynamic correlation effects in the magnon spec-
trum of pristine MnBi as well as the effect of hole doping
and uniaxial compressive strain on magnon dynamics.
Finally, in Sec. V we discuss how the results fit in as an-
other piece in the puzzle of the complex magnetic phases
in the transition metal pnictide family and in Sec. VI we
summarize our conclusions.

II. THEORY

A. The transverse magnetic susceptibility

As exploited experimentally in inelastic neutron scat-
tering and similar spectroscopic techniques, one may
probe the fundamental excitations of a material by study-
ing its response to external perturbations. In a collinear
treatment, the linear order response in the transverse
magnetic degrees of freedom can be fully characterized by
a single response function, namely the transverse mag-
netic susceptibility. The susceptibility is given by the
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Kubo formula,

χ+−(r, r′, t− t′) = − i
~
θ(t− t′)〈 [n̂+

0 (r, t), n̂−0 (r′, t′)] 〉0,
(1)

where 〈·〉0 is the expectation value with respect to the
ground state, θ(t− t′) is the step function and n̂± are the
spin-raising and spin-lowering density operators respec-
tively:

n̂+(r) = ψ̂†↑(r)ψ̂↓(r), n̂−(r) = ψ̂†↓(r)ψ̂↑(r). (2)

In Eq. (1), the operators carry the time-dependence of

the interaction picture, n̂±0 (r, t) ≡ eiĤ0t/~ n̂±(r) e−iĤ0t/~,

where Ĥ0 is the Hamiltonian of the unperturbed system,
which in the case of MnBi has a ferromagnetic ground
state. Furthermore, one may interchange the + and −
indices in Eq. (1) to define the susceptibility χ−+, but
thanks to the relation χ−+(r, r′,−ω) = χ+−∗(r, r′, ω), it
is sufficient to consider only χ+−.

From the dissipative (anti-symmetric) part of the sus-
ceptibility, one may extract the spectrum of induced ex-
citations [35]:

S+−(r, r′, ω) = − 1

2πi

[
χ+−(r, r′, ω)− χ−+(r′, r,−ω)

]
.

(3)
For a ferromagnet (assumed spin-polarized along the z-
direction), this spectrum determines the energy dissipa-
tion from weak perturbations in the transverse magnetic

field B
x/y
ext (r, t). Furthermore, S+−(r, r′, ω) constitutes a

spectral function for the excited states which differ by a
single unit of spin angular momentum compared to the
ground state. In this way, one may use various spectro-
scopic techniques to extract S+−(r, r′, ω), permitting di-
rect access to the transverse magnetic excitations of the
system. Alternatively, S+−(r, r′, ω) may be computed
by theoretical spectroscopy techniques, which may aid
the interpretation of measurements significantly. More
importantly, calculations of the transverse susceptibility
allow one to rapidly scrutinize the effect of material mod-
ifications such as strain and doping, which may be time-
consuming and costly to investigate experimentally.

B. Computing the transverse magnetic
susceptibility within LR-TDDFT

As a consequence of the Runge-Gross theorem [29],
the time-dependent electronic structure of any material
may be characterized in terms of an auxiliary Kohn-Sham
system of non-interacting electrons where the electronic
Coulomb repulsion is replaced by an effective (electro-
magnetic) potential. The susceptibility of the Kohn-
Sham system can be evaluated using only quantities from

a routine ground state DFT calculation [42–45],

χ+−
KS (r, r′, ω) = lim

η→0+

1

N2
k

∑

nk

∑

mk′

(fnk↑ − fmk′↓)

×
ψ∗nk↑(r)ψmk′↓(r)ψ∗mk′↓(r

′)ψnk↑(r′)

~ω − (εmk′↓ − εnk↑) + i~η
,

(4)

where Nk is the number of k-points, ψnks(r) the Kohn-
Sham orbital of band index n, k-point k and spin s,
fnks the ground state occupancy and εnks the single-
particle energy. In the adiabatic local density approxi-
mation (ALDA), the transverse magnetic susceptibility
is directly related to the corresponding Kohn-Sham sus-
ceptibility through a single Dyson equation [30],

χ+−(r, r′, ω) =χ+−
KS (r, r′, ω) +

∫
dr1

× χ+−
KS (r, r1, ω)f−+

LDA(r1)χ+−(r1, r
′, ω),

(5)

where f−+
LDA(r1) = 2W z

xc,LDA(r)/nz(r) is the transverse
LDA kernel. Similar to the Kohn-Sham susceptibility,
the kernel is given solely in terms of ground state quan-
tities, namely the magnetic contribution to the LDA
exchange-correlation potential, W z

xc,LDA(r) (equal to the

effective magnetic field up to a factor of µB), and the
spin-polarization density nz(r). In this way, one can
compute the many-body susceptibility of a given mate-
rial within LR-TDDFT by computing χ+−

KS (r, r′, ω) and

f−+
LDA(r) for the LDA ground state and inverting the

Dyson equation (5) within a suitable basis.

C. Magnons and the plane wave susceptibility

For periodic crystals (where Ĥ0 is invariant under lat-

tice transformations T̂R), one may characterize the trans-
verse magnetic response in terms of the plane wave sus-
ceptibility,

χ+−
GG′(q, ω) =

∫∫
drdr′

Ω
e−i(G+q)·rχ+−(r, r′, ω)ei(G

′+q)·r′ ,

(6)
where Ω is the crystal volume, G and G′ are recipro-
cal lattice vectors and q is a wave vector within the first
Brillouin Zone (BZ). The plane wave susceptibility de-
termines the coefficients for the linear order plane wave
response ∝ ei([G+q]·r−ωt) to an external plane wave per-
turbation ∝ ei([G

′+q]·r−ωt), a response which is diagonal
in the reduced wave vector q, thanks to the periodicity
of the crystal.

In full analogy with Eq. (3), one can compute the
plane wave spectrum of induced excitations [35]:

S+−
GG′(q, ω) = − 1

2πi

[
χ+−

GG′(q, ω)− χ−+
−G′−G(−q,−ω)

]
.

(7)
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This spectrum can be decomposed into contributions
from spin-lowering and spin-raising excitations encoded
in the spectral functions A+−

GG′(q, ω) and A−+
GG′(q, ω) re-

spectively:

S+−
GG′(q, ω) = A+−

GG′(q, ω)−A−+
−G′−G(−q,−ω). (8)

Both of these spectral functions have peaks at frequencies
~ω = Eα − E0 corresponding to the transition energies
between the excited states |α〉 and the ground state |α0〉.
The contribution from each excited state is weighted by
the reciprocal space pair densities njαα′(G + q),

AjkGG′(q, ω) =
1

Ω

∑

α 6=α0

nj0α(G + q)nkα0(−G′ − q)

× δ
(
~ω − (Eα − E0)

)
, (9)

where δ(~ω−∆E) denotes the Dirac delta-function. The
reciprocal space pair densities are Fourier transforms of
the real-space pair densities njαα′(r) = 〈α|n̂j(r)|α′〉. As
the effect of the spin-lowering and spin-raising operators
is to remove a spin-up or a spin-down electron at the
position r respectively and replace it with an electron
of the opposite spin, the A+− and A−+ spectral func-
tions include only excited states for which the spin an-
gular momentum has been either lowered or raised by
a single unit compared to the ground state. Further-
more, the reciprocal space pair densities are only non-
zero for excited states which differ in crystal momen-
tum by ~q compared to the ground state. In this way,
A+−

GG′(q, ω) and A−+
GG′(q, ω) encode quasi-particle exci-

tations of energy ~ω and crystal momentum ~q, excita-
tions that carry a single unit of spin angular momentum.
In turn, the plane wave spectrum S+−

GG′(q, ω) of a fer-
romagnet assumed spin-polarized in the z-direction en-
codes majority-to-minority magnons at positive frequen-
cies and minority-to-majority magnons at negative fre-
quencies. Concerning the reciprocal lattice vectors, it is
useful to focus on the diagonal S+−

G (q, ω) = S+−
GG(q, ω).

As the reciprocal lattice vector G represents the local
field component of the spin-flipping pair densities, it also
represents the local spin texture of the excitations within
the unit cell. Accordingly, the acoustic magnon mode will
appear in the spectrum S+−

G (q, ω) for values of G for
which the magnetic atoms of the unit cell are in phase.
Likewise, the optical mode of MnBi will be visible in
S+−

G (q, ω) for values of G, for which the two Mn atoms
in the unit cell are out of phase.

III. METHODOLOGY

A. Ground state Hubbard correction

Although one would not normally expect strong corre-
lation effects in metals, previous ab initio studies of MnBi
have shown that the LDA provides an insufficient de-
scription of properties ranging from lattice constants and

equilibrium magnetic moments to the temperature de-
pendent magnetic anisotropy and magneto-optical effects
[40, 41]. For these properties, a significant improvement
is obtained when including a Hubbard-like on-site correc-
tion to the 3d electronic orbitals of Mn. In this study, we
apply the rotationally invariant Dudarev LDA+U scheme
[39], where the Coulomb interaction amongst the 3d elec-
trons is corrected with a single effective Hubbard param-
eter Ueff = U − J . The Hubbard correction favors idem-
potency and splits the localized majority and minority
3d bands by a value similar to Ueff .

B. Hubbard correction and LR-TDDFT

In order to relate the Kohn-Sham susceptibility to
the many-body susceptibility by means of the Dyson
equation (5), the xc-kernel needs to be derived from a
time-dependent xc-potential that reproduces the correct
ground state spin densities and effective potentials in the
static limit (in the absence of an external perturbation).
This implies, that the ALDA xc-kernel cannot be used
to calculate the transverse magnetic susceptibility based
on a LDA+U ground state calculation.

1. Collective enhancement

To elaborate on how the Dyson equation (5) breaks
down in practice, we invert it in the plane wave basis,

χ+−
[G] (q, ω) =

(
1− χ+−

KS (q, ω)f−+
LDA

)−1

[G]
χ+−

KS,[G](q, ω),

(10)
and compare it to the Dyson equation for a homogeneous
electron gas (HEG), for which the susceptibility in recip-
rocal space is a scalar function of the wave number q
[46, 47]:

χ+−(q, ω) =
χ+−

KS (q, ω)

1− χ+−
KS (q, ω)f−+

LDA

. (11)

For χ+−(q, ω), χ+−
KS (q, ω) and the diagonal elements of

χ+−
GG′(q, ω), the spectrum of induced excitations is pro-

portional to the imaginary part of the susceptibility [35]:
S+−

G (q, ω) = −Im
[
χ+−

GG(q, ω)
]
/π. The Kohn-Sham spec-

trum S+−
KS (q, ω) forms a continuum of Stoner pair exci-

tations, that is, single-particle electron-hole pairs involv-
ing a single spin-flip. Through Eq. (11), the Stoner ex-
citations are carried over to the many-body spectrum
S+−(q, ω) at a renormalized spectral intensity deter-
mined by the real part of the denominator. Apart from
the Stoner excitations, Eq. (11) also permits a new type
of excitation at the roots of the real part of the denom-
inator. Inspired by this fact, we introduce the inverse
enhancement function (IEF):

κ+−(q, ω) ≡ Re

[
χ+−

KS (q, ω)

χ+−(q, ω)

]
= 1−Re

[
χ+−

KS (q, ω)
]
f−+

LDA.

(12)
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This function determines the collective enhancement of
the many-body spectrum due to the electron-electron in-
teraction described by f−+

LDA. Outside the Stoner contin-

uum, where Im
[
χ+−

KS (q, ω)
]

= 0, collective magnon exci-
tations appear at roots of the IEF. Furthermore, if the
IEF vanishes (or nearly vanishes) inside the Stoner con-
tinuum, the Stoner pair excitations in the vicinity are
enhanced. Whereas the Stoner continuum for the spin-
polarized HEG is gapped at q = 0 by the exchange split-
ting energy ∆x, the many-body spectrum exhibits a so-
called Goldstone magnon mode with ωq=0 = 0. As the
IEF defines the magnon dispersion exactly outside the
Stoner continuum, the Goldstone theorem thus dictates
that κ+−(0, 0) = 0 for the spin-polarized HEG. In a sim-
ilar spirit, we may introduce the following expression as
the inverse enhancement function for periodic crystals:

κ+−
G (q, ω) ≡ Re

[
χ+−

KS,GG(q, ω)

χ+−
GG(q, ω)

]
. (13)

Whereas the IEF for the HEG determines the collec-
tive enhancement in the Dyson equation (11), κ+−

G (q, ω)
provides a post hoc characterization of the enhance-
ment. Nevertheless, we find that the magnon condition
κ+−

G (q, ω) = 0 provides a good approximation for the
peak position of magnon excitations away from dense
parts of the Stoner continuum for MnBi as well as for
the simpler itinerant ferromagnets Fe, Ni and Co. More

generally, it is the matrix
(
1− χ+−

KS (q, ω)f−+
LDA

)−1

[G]
that

determines the enhancement in the Dyson equation (10).
Thus, it is somewhat surprising that the collective en-
hancement can be effectively characterized using a scalar
function for each local field component. We attribute this
success to the fact that the definition in Eq. (13) involves
the fully enhanced χ+−

GG(q, ω), thus implicitly accounting
for the contribution of all plane wave components.

2. Gap error and rescaling of the ALDA kernel

In Fig. 1(a) the collective enhancement is illus-
trated for the Goldstone mode of MnBi at q = 0, cal-
culated using the ALDA kernel on the LDA ground
state. The Kohn-Sham spectrum has a well-defined peak
at 2.9 eV, corresponding to the LDA exchange split-
ting. At the Kohn-Sham peak position, the IEF ex-
hibits a pole-like feature with a shape that closely resem-

bles Re
[
χ+−

KS,GG(q, ω)
]
, which in turn forms a Kramers-

Kronig pair with the Kohn-Sham spectrum. In this way,
the plane wave IEF behaves exactly as one would expect
from the HEG, where Re

[
χ+−

KS (q, ω)
]

carries all the fre-
quency dependence in κ+−(q, ω), as seen from Eq. (12).
Far away from the Stoner continuum, the Kohn-Sham
susceptibility vanishes and the IEF goes to unity. Be-
cause the IEF takes negative values for frequencies just
below the exchange splitting energy, it also obtains a
root below the Kohn-Sham peak, which in the macro-

scopic case (G = 0) gives rise to the acoustic (Gold-
stone) magnon mode. For the ALDA kernel applied to
the the LDA ground state shown in Fig. 1(a), the acous-
tic magnon frequency goes to zero in the long-range limit,
thus fulfilling the Goldstone theorem (at least within
some tenths of meV using the applied computational pa-
rameters).

When applying the ALDA kernel to the LDA+U
ground state however, the Goldstone theorem is violated.
As shown in Fig. 1(b), including a Hubbard correction
of Ueff = 3 eV increases the Kohn-Sham peak position
to 6.2 eV, i.e. the effective exchange splitting increases
by a value ' Ueff . However, the ALDA kernel does
not change sufficiently to accommodate the increased ex-
change splitting, resulting in a gap error of ωΓ = 2.6 eV.
In the HEG limit, the ALDA kernel amounts to a scalar
entity giving the effective interaction strength amongst
the single-particle Stoner excitations. Furthermore, the
HEG magnon spectrum consist of a single mode, i.e.
only a unique root in κ+−(q, ω) corresponds to a collec-
tive excitation. Consequently, the Goldstone condition
κ+−(0, 0) = 0 fixes the scalar ALDA kernel f−+

LDA in Eq.
(11). Conversely, if the Goldstone condition is violated,
it is consistent with the ALDA to simply scale the value
of f−+

LDA to satisfy κ+−(0, 0) = 0. In a similar spirit,

we rescale the plane wave kernel f−+
LDA,[G] → λf−+

LDA,[G]

such as to satisfy the approximate Goldstone condition
κ+−

G=0(q = 0, ω = 0) = 0 whenever a Hubbard correction
has been applied. Henceforward, we will refer to the ker-
nel calculated in this way as the λALDA+U kernel. As
seen in Fig. 1(b), this rescaling increases the intensity
of the pole-like feature in κ+−

G (q, ω) stemming from the
Stoner continuum and thus effectively moves the root as
well as the magnon peak position to zero frequency. Since
the Hubbard correction mainly affects the 3d electrons, it
is a somewhat naive approach to rescale the entire ALDA
kernel, but as we will show in Sec. IV B, the inclusion of a
Hubbard correction in the λALDA+U approach leads to
significant improvements of the magnon dispersion when
compared to experiment. As a result, it seems that the
λALDA+U approach can be a valuable tool for includ-
ing correlation effects within LR-TDDFT in a simple and
transparent way.

C. Computational details

All calculations in this study have been carried out us-
ing the open-souce GPAW code [48, 49], with which the
plane wave susceptibility χ+−

GG′(q, ω) can be computed
within LR-TDDFT [35]. In principle, the PAW imple-
mentation yields all-electron accuracy, but in practise it
is not possible to construct a complete basis of projector
functions. In the applied PAW-setups, only the Mn 4s
and 3d as well as the Bi 6s, 6p and 5d orbitals are in-
cluded as valence states in the band summation of Eq.
(4). In addition to the valence states, 8 empty shell bands
per atom are included as well. Furthermore, a (30, 30,
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FIG. 1. Collective enhancement of the Goldstone mode in MnBi at q = 0. The macroscopic Stoner spectrum S+−
KS (q, ω) =

S+−
KS,G=0(q, ω) is shown in green, the inverse enhancement function κ+−

G=0(q, ω) in red and the macroscopic many-body spectrum

S+−
G=0(q, ω) in blue. (a) ALDA collective enhancement. (b) ALDA+U collective enhancement. Red and dark blue show the

enhancement using the bare ALDA kernel calculated for the LDA+U ground state using Ueff = 3 eV. The yellow and light
blue colors shows the enhancement using the λALDA kernel scaled to fulfill the Goldstone condition κ+−

0 (0, 0) = 0.

18) Γ-centered Monkhorst-Pack (MP) grid is used along
with a plane wave cutoff of 750 eV for the plane wave
basis in Eq. (10). These parameters were chosen based
of an extensive convergence study of the magnon disper-
sion in the itinerant ferromagnets Fe, Ni and Co [35] and
we have checked that these parameters lead to well con-
verged results for MnBi as well.

Calculations have been carried out in the NiAs-type
crystal structure, using the experimental room temper-
ature lattice constants (a = 4.287 Å, c = 6.117 Å) for
LR-TDDFT calculations. It should be noted that the ref-
erence inelastic neutron scattering data available is taken
at 5 K [21] and that the MnBi structure is contracting
when cooling, all the way from 293 K, through the struc-
tural phase transition at 90 K, down to at least 20 K
[16]. Nevertheless, we expect a fair comparison between
theory and experiment, when using the room temper-
ature crystal structure for the simulations. Occasional
comparisons of magnon dispersion relations with calcu-
lations performed in the orthorhombic crystal structure
reported at 80 K [16] have been carried out, without any
noteworthy qualitative differences as a result.

In order to reliably extract the magnon dispersion, the
Kohn-Sham continuum, which is sampled on a finite k-
point mesh, needs to be broadened into a continuum. In
practise this is done by leaving η as a small, but finite pa-
rameter in Eq. (4). Through the average frequency dis-
placement technique described in [35], it was found that
the low frequency Kohn-Sham spectrum of MnBi is effec-
tively broadened into a continuum for values of η ≥ 100
meV using the chosen k-point grid. Unfortunately, the
broadening parameter η not only dictates the minimum
width of features in the Kohn-Sham spectrum, but in the
many-body spectrum as well. Using η = 100 meV, the
spectral width of the magnons will be of the same order

of magnitude as the MnBi magnon bandwidth. Conse-
quently, it becomes difficult for the human eye to discern
the magnon dispersion directly from the spectrum, as il-
lustrated in Fig. 2(a), and it is not possible to extract a
physical lineshape for the magnons. However, it is still
possible to extract the magnon dispersion. To do this,
we sample the spectrum on a frequency grid with a spac-
ing δω ≤ η/8 and compute the magnon frequency as the
maximum in a parabolic fit to the magnon spectral peak.
In Fig. 2(a), the magnon peak positions extracted from
the (30, 30, 18) k-point grid are compared to similarly
extracted peak positions on a (60, 60, 36) grid, where it
was possible to reduce η to a value of 40 meV without
compromising the Kohn-Sham continuum. Clearly, it is
not necessary to go beyond the (30, 30, 18) k-point grid
in order to converge the magnon dispersion and a value
of η = 100 meV will be used throughout the remainder
of the paper.

As a final note, we extract the magnon stiffness D
along a given direction in reciprocal space by perform-
ing a biquadratic fit to the magnon peak positions of the
4 shortest q-vectors along the path in question (exclud-
ing the Γ-point). This procedure is illustrated in Fig 2(b)
for the Γ→ M direction.

IV. RESULTS

A. Correlation effects in the ground state

As argued in Refs. [40, 41], it is necessary to include a
Hubbard correction in the DFT ground state description
of MnBi in order to capture both structural and mag-
netic properties. In Fig. 3(a) we compare the lattice
constants in the NiAs-type crystal structure calculated
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FIG. 2. Extraction of the magnon stiffness from the λALDA+U transverse magnetic excitation spectrum with Ueff = 3 eV.
(a) Magnon spectrum along the Γ → M path calculated on a (30, 30, 18) Γ-centered MP-grid using η = 100 meV (lower set of
lineshapes) and a (60, 60, 36) Γ-centered MP-grid using η = 40 meV (upper set of lineshapes). Magnon energies (scatter points)
are identified as peak positions from a quadratic fit to the maximum of each Lorentzian lineshape (colored lines). Vertical
dotted lines indicate the magnon energies from the sparse k-point grid for visual comparison. (b) Extracted magnon dispersion
from the calculation using the sparse k-point grid along with a biquadratic fit, ωq = Dq2
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with LDA(+U) to the experimental room temperature
crystal structure. Without a Hubbard correction, we
find the lattice constants a = 4.131 Å and c = 5.519 Å,
which are both underestimated compared to the exper-
imental lattice constants at room temperature, differing
by ∆a = 0.156 Å and ∆c = 0.598 Å respectively. The
temperature effect only provides a minor contribution to
this difference. Experimentally, a and c are found to
contract < 0.02 Å and < 0.06 Å respectively when the
material is cooled down from room temperature to 20 K
[16]. Thus, the error mainly resides within the exchange-
correlation functional, which in the case of LDA signif-
icantly underestimates the lattice constants, especially

the out-of-plane lattice constant c, which determines the
nearest neighbour distance between the Mn atoms. In
the case of LDA+U however, reasonable lattice constants
are obtained for values of Ueff within the range of 3 − 5
eV, with Ueff = 4 eV providing the best match to ex-
periment. In Fig. 3(b), we show the LDA(+U) ground
state magnetization per Mn atom calculated for the ex-
perimental and relaxed DFT crystal structures respec-
tively. In LDA, the magnetization is significantly under-
estimated with a value of 3.56µB (to be compared with
the experimental value of 4.1µB [16]). If we instead use
the LDA lattice constants, the situation is even worse
as the magnetization takes a value of 3.11µB. Again,
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3d orbitals, whereas the grey projections show the sum of contributions from the Mn 4s, Mn 4p, Bi 6s and Bi 6p orbitals. (a)
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this deficiency is amended upon the inclusion of a Hub-
bard correction and a reasonable agreement with exper-
iment is found for values of Ueff in the range of 2-5 eV.
Similar to the lattice constant c in Fig. 3(a), the mag-
netization increases monotonically with Ueff , but most
rapidly so for values of Ueff up to 3 eV. This can be
understood based on the band structures and projected
density of states shown in Fig. 4. Generally speaking,
the Hubbard correction increases the exchange splitting,
moving the minority bands up in energy and the major-
ity bands down in energy compared to the Fermi level,
hence the monotonic increase in magnetization. For the
Kohn-Sham band structure in the vicinity of the Fermi
level, one may separate the bands into two groups based
on the orbital projections. There is a group of narrow
bands consisting mainly of Mn 3d orbitals as well as a
group of more dispersive bands of mixed orbital char-
acter. Due to the nature of the Hubbard correction, it
mostly affects the narrow Mn 3d bands. For Ueff = 3
eV, the Mn 3d minority bands are moved ∼ 1 eV up and
the Mn 3d majority bands are moved ∼ 2 eV down in
energy with respect to the Fermi level. That is, the Mn
3d exchange splitting is increased by a value ∼ Ueff . For
the Mn 3d majority bands, the energy shift is not associ-
ated with a change in the occupancies, as the bands are
placed 2-4 eV below the Fermi level in the LDA band
structure. In contrast, there are Mn 3d minority states
situated around the Fermi level of the LDA band struc-
ture, some of them partially occupied. Since the Hub-
bard correction increases the exchange splitting, the Mn
3d minority bands are shifted away from the Fermi level
and become fully occupied at Ueff = 3. Thus, for values

of Ueff above 3 eV, the increasing magnetization is de-
termined solely from the more dispersive bands of mixed
orbital character, which are less affected by the correc-
tion. As a consequence, the magnetization increases only
slowly with Ueff above 3 eV.

B. Dynamic correlation effects

While the effect of Hubbard corrections on the ground
state properties have been discussed in Refs. [40, 41],
we extend the discussion to include also the influence on
the dynamic susceptibility of MnBi. As shown above,
the LDA Kohn-Sham spectrum in Fig. 1(a) has a well-
defined Stoner peak at 2.9 eV. From the band structure
and projected density of states shown in Fig. 4(a), we see
that the origin of this peak is the narrow Mn 3d bands,
which dominate the spin dynamics of the system as ex-
pected. However, as reflected in Fig. 1(b), the Fermi
surface includes large contributions from the dispersive
bands of mixed orbital character and these will have
an important influence on the fundamental spin excita-
tions as well. As the exchange splitting between the Mn
3d bands grows, a non-negligible contribution from the
dispersive bands becomes visible below the main Stoner
peak. For values of Ueff above 3 eV, it would be tempting
to apply a localized (half-)integer spin model based on the
gapped Mn 3d bands, but this would largely neglect the
itinerant effects introduced by the dispersive bands cross-
ing the Fermi level. For example, the magnon dispersion
is expected to exhibit Landau damping, which originates
from the coupling of the collective Mn d-band excita-
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tions to the Stoner continuum originating from states in
the vicinity of the Fermi level. In contrast, LR-TDDFT
includes contributions from all bands on the same foot-
ing and is expected to capture both the Landau damping
as well as the associated renormalization of the magnon
dispersion.

In Fig. 5, we show the experimental magnon spectrum
as measured by inelastic neutron scattering on single-
crystaline MnBi [21] and compare it to the theoreti-
cal magnon dispersion relations computed within LR-
TDDFT. The magnon dispersion is quite anisotropic, dif-
fering substantially between the in-plane (Γ→ M) direc-
tion and the out-of-plane (Γ→ A) direction. This differ-
ence arises, as the nearest neighbour exchange interaction
(which is out-of-plane) is strongly anti-ferromagnetic,
while all other couplings are ferromagnetic. In order to
fit the magnon spectrum to a Heisenberg model, it is nec-
essary to include interactions up to the 6th nearest neigh-
bours (such that each Mn-site is directly coupled to 40
other Mn sites), and even in this case, the magnon stiff-
ness (short wave vector dispersivity) is underestimated in
the model [21]. The long-range exchange interactions are
attributed the itinerant nature of MnBi and when calcu-
lating the magnon dispersion within the ALDA (which is
parameter free), we get a better match of magnon stiff-
nesses (and thus the long-range spin wave excitations) to
experiment than it is the case with the fitted Heisenberg
model. However, the ALDA completely fails to describe
the optical magnon mode (short-range magnon excita-
tions outside the first BZ), both quantitatively and qual-
itatively. Throughout most of the second BZ, magnon
frequencies are more than doubled compared to exper-

iment, and whereas the experimental dispersion attains
a minimum at the center of the second BZ, the ALDA
dispersion attains a maximum. This short-coming of the
ALDA is to a large extend amended by the inclusion of
a Hubbard correction and both the acoustic and optical
magnon modes agree reasonably well with the experi-
mental spectrum within the λALDA+U approach with
Ueff = 3 eV. Thus, an appropriate description of correla-
tion effects seems essential for capturing the short-range
anti-ferromagnetic exchange interaction between neigh-
bouring Mn atoms. At the same time, it is crucial to
incorporate the itinerant nature of MnBi in order to cap-
ture the long-range ferromagnetic exchange interactions.
This makes the inherent magnetic frustation of MnBi a
highly non-trivial problem to treat theoretically. There-
fore, it is a noteworthy achievement that we are able to
reproduce the experimental magnon dispersion in LR-
TDDFT.

C. Correlation effects and the Hubbard parameter

So far, we have presented excited state quantities cal-
culated using the effective Hubbard parameter Ueff = 3
eV. However, the ”correct” magnitude of the Hubbard
correction cannot be uniquely defined, and in Fig. 6(a)
we show the magnon stiffness as a function of Ueff . We
have extracted the experimental magnon stiffness from
a biquadratic fit to the inelastic neutron scattering data

available [21], obtaining values DM = 683 ± 75 meV Å
2

and DA = 426 ± 54 meV Å
2

for the in-plane and out-of-
plane magnon stiffnesses respectively. Using the ALDA
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kernel, the magnon stiffnesses are slightly overestimated

to values of DM = 841 meV Å
2

and DA = 526 meV Å
2
,

clearly reproducing the stiffness anisotropy of experi-
ment. Adding an increasing amount of Hubbard cor-
rection, as shown in Fig. 6(a), the magnon stiffness de-
creases along both directions, but more so in the out-of-
plane direction than it does in-plane. For the Γ → A
direction, the magnon stiffness reaches negative values
for Ueff ≥ 4 eV, implying that the ferromagnetic ground
state becomes dynamically unstable beyond this point,
a fact which will be discussed in further detail below.
Because the MnBi ground state is indeed ferromagnetic,
this sets an upper bound on appropriate values for Ueff .
Overall, it seems that values of Ueff ≤ 3 eV provide a
reasonable agreement with experiment for the magnon
stiffnesses, with the best fit being somewhere in the range
of 2-3 eV.

As mentioned previously, it is especially the optical
magnon frequencies, for which ALDA falls short. In Fig.
6(b) we show the magnon energy at the first BZ M-point
and A-point, (1/2, 0, 0) and (0, 0, 1/2) in relative recipro-
cal coordinates, as well as the second BZ M-point and Γ-
point, (1/2, 0, 1) and (0, 0, 1), as a function of Ueff . Using
the ALDA kernel, the magnon frequencies at the three
high-symmetry points of the second BZ (this includes
the A-point) are significantly overestimated. Generally
speaking, the three optical magnon frequencies decrease
with increasing Ueff , coinciding with the experimental ref-
erence for values in the 4-5 eV range. As a result, it is not
possible to obtain a complete simultaneous match to ex-
periment of both magnon stiffnesses and optical magnon
frequencies using the λALDA+U approach. From the re-
sults in Fig. 6, it seems that in order to reproduce the
observed optical magnon frequencies as well as possible,
Ueff should be chosen as large as the magnon stiffnesses

permit.

Considering all the preceding results, ranging from
lattice constants and magnetization to the magnon dis-
persion relation, it seems that a choice of Ueff ∼ 3 eV
provides the best compromise between various material
properties. This finding agrees quite well with the previ-
ous efforts of Antropov et al. to determine U and J [40].
Using the constrained local spin-density approximation
(cLSDA) and constrained random phase approximation
(cRPA) methods, they obtain values for U of 4.57 eV and
3.6 eV respectively. As these methods generally tend to
overestimate/underestimate the value for U , the authors
deem a value of U ∼ 4 eV the most appropriate choice,
which along with the cLSDA value for J = 0.97 eV gives
Ueff = U − J ∼ 3 eV.

Finally, we return to the dynamic instability of the
ferromagnetic ground state, which occurs for Ueff ≥ 4
eV. In Fig. 7(a) we show the magnon dispersion close
to the Γ-point for values of Ueff below, on and above
the onset of the instability. At the onset itself (Ueff ∼ 4
eV), the magnon stiffness vanishes and the dispersion be-
comes flat along the Γ → A direction, meaning that the
low-frequency magnons disperse with some power larger
than q2 in this direction. Above the onset however, the
magnon stiffness is finite and negative, such that the
magnon dispersion attains its global minimum away from
the Γ-point and at negative magnon frequencies. This
implies that a selection of magnon quasi-particle excita-
tions with finite wave vectors q ∝ qA place the system
in an energetically more favorable state, than the fer-
romagnetic starting point, thus rendering the ferromag-
netic state dynamically unstable. There is no reason to
believe that the correlation effects included in the Hub-
bard correction quench magnetic order as a whole, rather
they seem to enhance the nearest neighbour exchange in-
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the Γ→ A direction) where the ferromagnetic magnon dispersion has its minimum as a function of the Hubbard parameter.

teraction, which is out-of-plane and anti-ferromagnetic.
Thus it is more likely, that the new (hypothetical) ground
state would be a helically ordered state. As a first esti-
mate of the helical wave vector, we give in Fig. 7(b)
the wave vector at which the ferromagnetic magnon fre-
quency attains its minimum along the Γ → A direction,
determined from a fit to the λALDA+U dispersion using
gaussian process regression.

D. Hole doping and uniaxial compressive strain

Although the Hubbard parameter Ueff encodes real
physical correlations in MnBi, it is not an actual param-
eter, which can be tuned in experiments. However, as
previously hypothesized, the main role of the Hubbard
correction regarding a possible phase transition to helical
magnetic order seems to be, that it enhances the near-
est neighbour anti-ferromagnetic exchange interaction to
such an extent, that the ferromagnetic state becomes dy-
namically unstable. Whereas we cannot tune Ueff in real
life, we can try to enhance the anti-ferromagnetic ex-
change and possibly realize a magnetic phase transition
to helical order in this way. To this end, we investigate
two different approaches: Hole doping and uniaxial com-
pressive strain. Investigating the effect of hole doping
is motivated by the fact that Mn sits to the right of Cr
in the periodic table. Cr is well-known for exhibiting
strong anti-ferromagnetic exchange interactions and by
substituting a small amount of Mn with Cr it may be
possible to induce a phase transition into a helically or-
dered ground state. Because large supercell LR-TDDFT
computations currently are out-of-scope, we simulate this
scenario by introducing holes into the electronic structure
of MnBi (moving the Fermi level down). We do this with
Ueff fixed to a value of 3 eV. The motivation for inves-
tigating strain effects on the magnon dynamics is more
straightforward. If we can compress the nearest neigh-

bour bond length, the anti-ferromagnetic exchange inter-
action should be enhanced. However, if we apply a hy-
drostatic pressure and reduce the crystal volume from all
directions, also the ferromagnetic exchange interactions
are expected to increase in strength. Thus, to simplify
the picture, we compress the crystal along the c-axis,
while keeping the volume constant through an expan-
sion of the in-plane lattice constant. In experiment, this
would to some extent correspond to applying a uniaxial
pressure.

In Fig. 8, we show the magnon stiffness as a function
of hole doping and uniaxial compressive strain. In both
cases, the magnon stiffness decreases more or less linearly
along the Γ → A direction and the ferromagnetic state
becomes unstable at 0.12 holes per formula unit and 4.4%
compressive strain along the c-axis (determined from lin-
ear interpolation). When hole-doping the system, also
the in-plane magnon stiffness along the Γ→ M direction
decreases. This fits well with the intention of simulating
a substitution of Mn with Cr, as one would also expect
a weakening of the long-range ferromagnetic exchange
interactions in this case. For the uniaxial compressive
strain, it is less clear what to expect for the in-plane
magnon stiffness. With the expansion of the in-plane
lattice constant, the in-plane ferromagnetic exchange in-
teractions are expected to become weaker, leading to a
reduction in the frequency scale for DM. At the same
time however, the length scale for DM increases with an
expanding a lattice constant. Seemingly, these opposite
sided effects cancel out, as the in-plane magnon stiffness
in Fig. 8(b) is seen to be largely unaffected by the uni-
axial compressive strain, at least for strains below 10%
(which are really 5% strains in-plane). The weakening
of in-plane ferromagnetic exchange interactions is more
clear from the in-plane magnon band width (i.e. the
magnon frequency at the first BZ M-point), for which
there is a decrease with both hole doping and uniaxial
compressive strain, as seen in Fig. 9. In addition, also
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the magnon frequency in the A-point decreases with both
hole-doping and uniaxial compressive strain. However,
this is not the case for the second BZ M-point and Γ-
point for which the magnon frequencies only decrease
with strain. On the contrary, the magnon frequency in
the second BZ center actually increases with hole dop-
ing. This is somewhat of a surprise, since the second
BZ Γ-point magnons correspond to spin wave excitations
where the nearest neighbour Mn atoms acquire opposite
phases. Once again, this emphasizes that the magnetic
frustration in MnBi is a highly non-trivial problem, due
to the fact that the long-range ferromagnetic exchange
interactions cannot be boiled down to a simple set of
short-range couplings.

Experimental studies have shown that it is indeed pos-
sible to dope MnBi with Cr, at least for thin films [18, 19]
and melt-spun ribbons [20]. It may even be an advan-
tage for the synthesis to add Cr, as it helps to stabilize

the formation of ferromagnetic MnBi as opposed to a de-
composition into paramagnetic Mn1.08Bi and Bi [20]. For
both thin films and ribbons, the Curie temperatures of
the investigated Mn1−xCrxBi alloys lie below the segre-
gation temperature of 630 K. Based on these studies, it
is not completely clear how the Curie temperature de-
pends on Cr doping levels, since the samples are rather
inhomogeneous. As an example, the Cr content of the
thin films was shown to depend on depth, with Cr con-
centrated at the surface [19]. With 10% Cr in the overall
composition (comparable to the critical doping level for
the helical phase transition according to the results of
Fig. 8(a)), the Curie temperature was decreased to 523
K and 546 K for the thin films and ribbons respectively.
The fact that Cr doping lowers the Curie temperature is
in good agreement with our results, but a confirmation of
the calculated trends and existence of a magnetic phase
transition requires further experimental studies.
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To our knowledge, it is an open question, how MnBi
behaves under uniaxial pressure. From the present theo-
retical investigations, it does not seem realistic to induce
a phase transition to helical magnetic order in a uni-
axial pressure cell, as one would expect the crystal to
break long before obtaining a 4.4% uniaxial compressive
strain. However, based on the fact that DA decreases lin-
early with both hole-doping and strain, as seen in Fig. 8,
one could hope to combine the two effects, such that the
hypothetical helical phase transition of the Mn1−xCrxBi
alloys could be induced by pressure for Cr-doping lev-
els close to the phase transition. Indeed, it seems that
both effects produce similar trends for the minimal fre-
quency magnon wave vectors beyond the magnetic phase
transition, as seen in Fig. 10.

V. DISCUSSION

In this paper, we have mainly discussed the magnon
dynamics of pristine MnBi and Cr doped alloys. How-
ever, the results can be regarded as an initial step in
a broader context, since many of the quantum magnetic
phenomena studied here are shared by the family of tran-
sition metal pnictides. Among the Mn and Cr based com-
pounds, helical magnetic order is quite common and the
helical wave vectors have also previously been shown to
depend on the relative concentrations of Mn and Cr [10].
As an example, the Mn1−xCrxAs phase diagram includes
a phase transition from ferromagnetic MnAs to helically
ordered CrAs [15]. In addition, MnP has been shown to
exhibit pressure induced magnetic phase transitions be-
tween ferromagnetic and helical order as well as pressure
induced super-conductivity [10, 13], which is also found
in CrAs [14].

Also the inherent magnetic frustration in the transi-
tion metal pnictide family has been the subject of several
previous studies. Based on analysis of the band structure

and partial occupation of orbitals in MnP, Goodeneough
provided a qualitative explanation for the existence of
both anti-ferromagnetic and ferromagnetic order at dif-
ferent temperatures [11]. He argued that the half-filling
of the localized Mn t2g orbital directed towards the near-
est Mn neighbours calls for an anti-ferromagnetic order-
ing while the three-fourths filling of the collective, yet
narrow, 3d bands representing the remaining t2g orbitals
calls for ferromagnetic ordering. Similar considerations
have also been explored for MnAs, where exchange stric-
tion also plays a role in the competition between the NiAs
and MnP structural phases [12].

In this context, the theoretical prediction that mag-
netic order in MnBi is characterized by a competition
between nearest neighbour anti-ferromagnetic exchange
and long-range ferromagnetic exchange has some prece-
dent, as similar effects have been observed in closely re-
lated members of the transition metal pnictide family.
Similarly, it seems likely that the prediction of a phase
transition to helical magnetic order in Cr doped MnBi
could be correct and that the phase transition would be
strain sensitive.

The coupling between structural and magnetic degrees
of freedom may also help to explain, why the Hubbard
correction has such a strong influence on the out-of-plane
lattice constant c, as show in Fig. 3(a). As the ap-
propriate correlation effects are included with increas-
ing Ueff and the anti-ferromagnetic exchange interaction
between nearest neighbours is increased, it becomes fa-
vorable to increase the nearest neighbour distance as a
compensation for the ground state remaining ferromag-
netic. Similarly, a magnetic phase transition to helical
order could be accompanied by a structural compres-
sion in the c-direction, as the anti-ferromagnetic nearest
neighbour exchange interaction does no longer need to
be compensated to the same extent. Another possibil-
ity is that MnBi undergoes a structural phase transition
from the hexagonal NiAs structure into the orthorhom-
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bic MnP structure with Cr doping, as it is the case in the
Mn1−xCrxAs phase diagram.

Although the occurrence of similar phenomena in other
transition metal pnictides inspire confidence in the qual-
itative predictions made on the basis of this study, the
quantitative predictions may depend somewhat on the
details in the theoretical representation of doping and
strain. The by-hand introduction of hole-doping and
uniaxial compressive strain should be viewed as efforts
to study the underlying physical mechanisms and not to
provide accurate estimates for e.g. the critical Cr dop-
ing level for the magnetic phase transition. Actually, the
critical doping levels and strains for the phase transition
are likely to be underestimated, as the Hubbard parame-
ter Ueff = 3 eV used here leads to an underestimate of the
out-of-plane magnon stiffness DA, as seen in Fig. 6(a).
In this sense, the undoped an unstrained MnBi is closer
to a helical phase transition in our simulations, than the
experiments predict (based on magnon stiffness).

VI. CONCLUSION

MnBi has a long history of experimental as well as
theoretical investigations based on its attractive proper-
ties for technological applications. As we have shown in
this study, MnBi exhibits a non-trivial inherent magnetic
frustration, which makes it an intriguing subject for the-
oretical studies, but also implies a potential for future
discovery of new magnetic phases. The nearest neigh-
bour exchange interactions between Mn 3d electrons are
strongly anti-ferromagnetic and highly susceptible to cor-
relation effects, but despite the strength of these inter-
actions, the ground state magnetic order is determined
by the long-range ferromagnetic exchange. Because the
competing magnetic interactions arise from electrons of
localized and itinerant character respectively, it is a sub-
stantial theoretical challenge to provide an appropriate
description of the magnetic frustration in MnBi.

In this study, we have shown that it is in fact possible
to capture the magnetic frustration from the perspec-
tive of (LR-TD)DFT calculations, both for the ground
state properties of MnBi, but also for the magnon dy-
namics. The itinerant and localized correlations in MnBi
have been described at the LDA+U level and for the

LR-TDDFT calculations, we have introduced a rescaled
ALDA kernel based on considerations of the Goldstone
criterion for the homogeneous electron gas. With the
rescaled λALDA+U kernel, we are able to reproduce the
experimental magnon dispersion using a Hubbard correc-
tion of Ueff = 3 eV, which in turn also provides ground
state properties that are in accordance with experiment.
In this way, the present study may pave the way for future
theoretical studies of magnon dynamics in the transition
metal pnictide family. To this end, we hope that first
principles calculations can provide a new angle of insight
into the wide range of phenomena driven by magnetic
frustration and magnetic fluctuations.

With a proper ab initio description of the magnon
dynamics of MnBi in place, we have explored some of
the phenomena that arise from the magnetic frustration.
We have shown that an increase of the local electronic
correlations gives rise to a decrease in the magnon stiff-
ness out-of-plane (DA) due to an increased strength of
the anti-ferromagnetic exchange interactions between the
nearest neighbours. At Ueff ∼ 4 eV, the magnon stiff-
ness changes sign, meaning that a phase transition takes
place, most likely in the favor of a phase of helical or-
der. Whereas the increase in electronic correlations is an
artificial one, we have shown that a similar increase in
anti-ferromagnetic interaction strength may be imposed
using hole-doping or uniaxial compressive strain, in both
cases leading to a similar phase transition. In particular,
it seems realistic to realize this phase transition by sub-
stituting 10-20% of the Mn content with Cr. Similarly, it
may be possible to induce the transition by applying uni-
axial pressure, but only for compositions of Mn1−xCrxBi
close to the critical Cr doping level. Furthermore, we
predict the helical wave vector q to be sensitive to the
Cr doping level and strain, especially for doping levels
and strains close to the phase transition.

To further unravel the inherent magnetic frustration in
MnBi, additional experiments on single-crystaline MnBi
are highly desirable. Especially investigations of the ef-
fect of Cr doping and a possible phase transition to heli-
cal magnetic order are of great interest. Such investiga-
tions could potentially provide an improved understand-
ing of the physical mechanisms underlying a wide range
of members in the family of transition metal pnictides.
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CHAPTER 6
Results: Magnons in

antiferromagnets
In the work leading to this thesis, we have mainly focused on the study of itinerant
ferromagnets. Such materials comprise a natural starting point for the emerging field
of theoretical magnon spectroscopy due to the simplicity of the ferromagnetic ground
state and because itinerant electron effects are seamlessly included in an ab initio
treatment, on the contrary to the frequently used localized spin models. However, the
fundamental theory is not restricted to ferromagnetic states of matter, and in the case
of antiferromagnets, first principles calculations could provide a new angle of attack
on subjects such as the pressure induced superconductivity in the transition metal
pnictide family [7–9]. In Publication [C], we take some initial steps in this direction
by considering two prototypical antiferromagnetic (AFM) systems: bulk Cr (metallic)
and Cr2O3 (insulating). Of these systems, bulk Cr is probably the most interesting due
to its itinerant electron physics. However, there is little experimental data to compare
a theoretical magnon dispersion of Cr’s commensurate spin-density wave phase to.
For this reason, we treat also the localized electron antiferromagnetism in Cr2O3 and
compare our ab initio treatment to a classic Heisenberg model.

Now, in order to facilitate the extraction of AFM magnon energies from a transverse
magnetic susceptibility calculated within LR-TDDFT, we have analysed the symme-
tries of χ+−

GG′(q, ω) implied by the antiferromagnetic ground state in particular, but
also for symmetries of the system Hamiltonian Ĥ0 in general. The extraction is not as
straight-forward as in ferromagnets, because the vanishing total magnetic moment im-
plies that excitations increasing and decreasing the spin angular momentum have equal
weight in the spectrum S+−

GG′(q, ω) [C]. In practice this means that the low frequency
magnons in both bcc-Cr and Cr2O3 are obscured by a symmetry related magnon of
opposite spin. Based on the quantum mechanical Onsager relation (1.22), we show
that the spectral functions for the spin-lowering and spin-raising excitations entering
S+−

GG′(q, ω) are not just related in a centrosymmetric antiferromagnet, they are iden-
tical in the nonrelativistic limit. Along with an assumption for the magnon lineshape,
one can then extract the magnon energies from the spectrum.

It is important to emphasize that the Onsager relation (1.22) is not new. In fact,
Kubo immediately recognized that the generalized susceptibilities in systems with op-
posite static magnetic fields are related by an Onsager relation [41]. However, we hope
that the formulation of the relation given in Appendix A of Publication [C] is suffi-
ciently concrete, so that the relation can gain a more widespread use. As an illustrative
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example of the relation’s significance, we use it to show that the magnon dispersion
in a material with a collinear magnetic ground state is reciprocal in the nonrelativistic
limit, S+−

GG′(q, ω) = S+−
−G′−G(−q, ω). Using the Onsager relation, this result simply

falls out as a direct consequence of the fact that the system commutes with the complex
conjugation operator.

6.1 Publication C: Magnons in antiferromagnetic
bcc-Cr and Cr2O3 from time-dependent density
functional theory

Due to the spin symmetry of a centrosymmetric antiferromagnet, it is not appropriate
to fix the Goldstone error with a constant shift of the spectrum. At the Γ-point,
where ωq = 0 in the nonrelativistic limit, the spin-raising and spin-lowering magnons
instead completely cancel each other out, S+−(q = 0, ω) = 0, given that the magnon
lineshape is an even function of frequency. In Publication [C], we use this as the
Goldstone criterion and scale the ALDA kernel f−+

LSDA → λf−+
LSDA in order to fulfil it.

When computing the ALDA spectrum based on a LSDA ground state, only a small
scaling of ∼ 1% is needed in order to overcome the numerical approximations and fulfil
the Goldstone criterion.

Applying the described gap error correction scheme and carefully extracting the low
frequency magnons from the obscured magnon lineshapes in S+−

GG′(q, ω), we show in
Publication [C], that the ALDA directly yields the characteristic linear dispersion of
the acoustic magnon mode in both AFM Cr and Cr2O3.

For Cr2O3, there is a good overall qualitative agreement with the experimental dis-
persion as well as the dispersion predicted from a Heisenberg model fitted to experi-
ment [73]. However, the ALDA overestimates the magnon velocity and bandwidth by
roughly a factor of two and whereas the experimental magnon velocity is anisotropic,
the ALDA long wavelength dispersion is completely isotropic. The latter is somewhat
surprising since the anisotropy of the magnon stiffness was well described at the level
of ALDA for MnBi. As a test, we show in Publication [C] also the Cr2O3 magnon
dispersion with a Hubbard correction included in the ground state. With Ueff = 1
eV, this results in an excellent agreement in terms of the magnon velocity and long
wavelength anisotropy, but in all other regards, comparison to experiment and the
fitted Heisenberg model deteriorates. For this reason, we believe that new methods
are needed in order to accurately treat the dynamic correlation effects in Cr2O3.

For AFM Cr, ALDA predicts the acoustic magnon mode to disperse linearly up
to 300-400 meV, where it rapidly broadens due to Landau damping and complete
disappears inside the collectively enhanced Stoner pair continuum. Interestingly, we
also observe an additional collective mode, which seems somewhat unaffected by the
Landau damping, as it resides inside the Stoner continuum along the Γ → R direction.
Finally, the ALDA magnon velocity seems to be somewhat overestimated, but a final
accuracy assessment cannot be made due to the lack of comparable experimental data.
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We apply time-dependent density functional theory to calculate the transverse magnetic sus-
ceptibility of bcc-Cr and Cr2O3, which constitute prototypical examples of antiferromagnets with
itinerant and localized magnetic moments respectively. The exchange-correlation kernel is rescaled
in order to enforce the Goldstone condition and the magnon dispersion relations are extracted based
on a symmetry analysis relying on the generalized Onsager relation. Doing so, our calculations yield
the characteristic linear magnon dispersion of antiferromagnets in the long wavelength limit. In
the case of Cr2O3, we find that the adiabatic local density approximation yields a good qualitative
agreement with the measured dispersion, but overestimates the magnon velocity and band width by
a factor of two. Including a Hubbard correction improves the magnon velocity, but at the expense
of the overall qualitative agreement with the experimental magnon dispersion. For bcc-Cr we find a
sharp acoustic magnon mode at low energies with a velocity in agreement with previously reported
values. At higher energies, the acoustic magnon mode becomes subject to strong Landau damping
and rapidly vanishes once it enters the Stoner continuum. In addition to the acoustic magnon mode,
we also observe an additional collective mode along the Γ→ R direction which is located inside the
Stoner continuum with an energy of ∼ 1 eV, but appears to elude the effect of Landau damping.

I. INTRODUCTION

The far majority of theoretical works on magnetic
excitations in solids are based on Heisenberg models,
which may be derived as a low energy approximation
of the full many-body Hamiltonian [1]. In particular,
for materials exhibiting simple magnetic order, the fun-
damental magnetic excitations - the magnons - can be
obtained straightforwardly from linear spin wave the-
ory. At small wavevectors this results in the charac-
teristic quadratic and linear dispersion relations of the
acoustic magnon modes in ferromagnets and antiferro-
magnets respectively. Moreover, the parameters entering
the Heisenberg model can often be fitted to a measured
dispersion, resulting in excellent quantitative agreement
between experiments and theory, while providing cru-
cial insight into the microscopic magnetic interactions
[2]. Although such an approach largely corroborate the
use of Heisenberg models for a theoretical description of
magnons in insulating magnetic materials, it is a funda-
mental challenge to understand and compute the basic
magnetic interactions (the Heisenberg parameters) from
first principles. To this end, the simplest methods are
to apply either an energy mapping analysis [3–7] or the
magnetic force theorem [8–11] to obtain the parameters
from ground state density functional theory (DFT). The
mapping from the DFT electronic structure problem to
a given model Hamiltonian is in principle unique, but
in practice it is often not clear, whether deviations from
experiments originate from the choice of model or inaccu-
racies in the applied functional. For example, four-spin
interactions [12, 13] are typically neglected in the map-
ping, but may be crucial for an accurate description and

∗ tolsen@fysik.dtu.dk

can lead to wrong predictions for the strength of two-spin
interactions [14]. In addition, the calculation of mag-
netic interactions based on DFT is nearly always based
on a mapping to a classical Heisenberg model, which
may give rise to significant inaccuracies in the predicted
Heisenberg parameters [6]. An even more fundamental
problem arises for the case of itinerant magnets, where
the Heisenberg model description itself becomes dubious.
In particular, Heisenberg models do not capture effects
stemming from the low frequency Stoner excitations of
metals, which give rise to e.g. Landau damping (finite
lifetimes) of magnons. In general, it is not obvious that
one can construct a reliable model of localized spins for
such materials. A first principles treatment that is inde-
pendent of underlying models thus seems pertinent for
the study of magnons in itinerant magnets.

In general, the spectrum of magnetic excitations are
encoded in the dissipative part of the transverse mag-
netic susceptibility χ+−. For insulating magnetic mate-
rials, as well as in the Heisenberg model, χ+− is char-
acterized by a discrete set of poles mapping out the
magnon dispersion of the material. In an itinerant mag-
net however, the magnons will be accompanied by a con-
tinuum of (renormalized) Stoner pair excitations and ac-
quire a finite width due to Landau damping. In the
framework of first principles calculations, there is essen-
tially two distinct approaches for computing the suscep-
tibility [15]. The first is many-body perturbation the-
ory (MBPT), in which the perturbative expansion of
the susceptibility is approximated by an infinite series
of ladder diagrams. Summing up the series amounts to
solving the Bethe-Salpeter equation. MBPT has been
shown to yield reasonable results for the basic ferromag-
netic metals Fe, Ni and Co [16, 17], although the ap-
proach contains certain inconsistencies when using wave
functions and eigenvalues from DFT as a starting point
[18]. The second approach (and the approach of this
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work) is time-dependent DFT (TDDFT), which relies
on a time-dependent exchange-correlation potential that
needs to be approximated. The simplest approximation
is comprised by the adiabatic local density approxima-
tion (ALDA), which has previously been shown to yield
a good account of the magnon dispersion as well as the
Landau damping of simple ferromagnetic metals [19–22].

To the best of our knowledge, there has not yet been
any attempts to calculate the transverse magnetic sus-
ceptibility in antiferromagnetic (AFM) materials from
first principles. This is likely due to the fact that anti-
ferromagnets introduce additional complications for the
spectral analysis and fulfilment of the Goldstone cri-
teria in comparison to ferromagnetic (FM) materials.
Even for the Heisenberg model, the antiferromagnetic
ground state is a complicated correlated state, which
is not known exactly. Instead, magnons are typically
calculated with respect to the so-called non-interacting
magnon state [1], which does not have a simple classi-
cal interpretation. Moreover, the fact that the magnon
dispersion is linear at small wave vectors implies that
the zone center constitutes a non-analytical point for the
magnon dispersion. Such a feature is generally expected
to be non-trivial to capture in a first principles treatment.

In the present work, we apply the ALDA to calcu-
late the transverse magnetic susceptibility of bcc-Cr and
Cr2O3, which are two prototypical antiferromagnets rep-
resenting itinerant antiferromagnetism and local moment
antiferromagnetism respectively. At small wave vectors,
the extraction of magnon energies is complicated by the
spectral interference between degenerate spin-lowering
and spin-raising excitations. We show how to resolve
this issue using the generalized Onsager relation. Numer-
ically, it is non-trivial to satisfy the Goldstone criterion
exactly, but it can be enforced by a slight rescaling of
the ALDA kernel. Within this approach, we recover the
linear dispersion relation expected for antiferromagnets
and the magnon velocity can be directly extracted and
compared with experimental values. For Cr2O3, we in-
vestigate the effect of Hubbard corrections in the LDA+U
scheme and find that magnon velocities can be improved
compared to bare LDA, but at the cost of deteriorating
some qualitative features of the dispersion relation. For
bcc-Cr, we find that the acoustic magnon mode is com-
pletely washed out once it enters the Stoner continuum.
Furthermore, we identify an additional collective mode
at high energies that seems to be partly protected from
Landau damping.

The paper is organized as follows. In Sec. II we present
the basic theory that allow us to calculate the transverse
magnetic susceptibility in the framework of TDDFT and
explain how the Onsager relation can be used to extract
the magnon dispersion. In Sec. III we outline the com-
putational details and in Sec. IV we present our results
for Cr2O3 and bcc-Cr. Sec. V provides a summary of
results and an outlook.

II. THEORY

A. Transverse magnetic susceptibility

The spectrum of transverse magnetic excitations is
closely related to the linear transverse magnetic suscep-
tibility, which is given by the Kubo formula:

χ+−(r, r′, t− t′) = − i
~
θ(t− t′)〈 [n̂+

0 (r, t), n̂−0 (r′, t′)] 〉0,
(1)

where the time-dependency of the spin-raising and spin-

lowering density operators, n̂+(r) = ψ̂†↑(r)ψ̂↓(r) and

n̂−(r) = ψ̂†↓(r)ψ̂↑(r), is given in the interaction picture.
For magnetic crystals, the Fourier transform of the real-
space susceptibility (1) yields the transverse magnetic
plane wave susceptibility,

χ+−
GG′(q, ω) =

∫∫
drdr′

Ω
e−i(G+q)·rχ+−(r, r′, ω)ei(G

′+q)·r′ ,

(2)
which determines the plane wave response in the
transverse magnetization ∝ ei([G+q]·r−ωt) to an exter-
nal perturbation in the transverse magnetic field ∝
ei([G

′+q]·r−ωt), to linear order. Here, Ω is the crystal vol-
ume, and each plane wave component is separated in a
reciprocal lattice vector G/G′ and a wave vector q within
the first Brillouin Zone (BZ). Furthermore, it should be
noted that the linear response is diagonal both in the fre-
quency ω as well as the wave vector q. We refer to Ref.
[22] for more details.

From the plane wave susceptibility, one may calculate
the spectrum of induced excitations [22]:

S+−
GG′(q, ω) = − 1

2πi

[
χ+−
GG′(q, ω)− χ−+

−G′−G(−q,−ω)
]
.

(3)
This spectrum is composed of spin-lowering excitations at
positive frequencies and spin-raising excitations at nega-
tive frequencies. As a result, it can be decomposed into
quasi-particle spectral functions that are associated with
either a raised or lowered spin angular momentum,

S+−
GG′(q, ω) = A+−

GG′(q, ω)−A−+
−G′−G(−q,−ω), (4)

where (assuming zero temperature):

AjkGG′(q, ω) =
1

Ω

∑
α6=α0

nj0α(G + q)nkα0(−G′ − q)

× δ
(
~ω − (Eα − E0)

)
. (5)

The so-called spin-lowering and spin-raising spectral
functions are made up of δ-function peaks at excitations
energies ~ω = (Eα − E0), where Eα is the energy of
an excited state |α〉 with lowered/raised spin angular
momentum with respect to the ground state |α0〉 with
energy E0. Each quasi-particle excitation is weighted
by reciprocal space pair densities njαα′(G + q), which
are Fourier transforms of the real-space pair densities



3

njαα′(r) = 〈α|n̂j(r)|α′〉. In the non-relativistic limit,
where the total spin-projection along the z-axis can be
taken as a good quantum number, A+− is the spec-
tral function for quasi-particle excitations where Sz has
been lowered by a single unit, whereas A−+ is the spec-
tral function for quasi-particle excitations where Sz has
been raised by a single unit. S+−

G (q, ω) ≡ S+−
GG(q, ω)

thus fully characterizes the spectrum of magnon quasi-
particle excitations of a given material, where the di-
agonals A+−

G (q, ω) and A−+
G (q, ω) are real functions of

frequency due to the fact that [n̂+(r)]† = n̂−(r).

B. Onsager relations for centrosymmetric
antiferromagnets

Both bcc-Cr and Cr2O3 are centrosymmetric antifer-
romagnets, meaning that the Hamiltonians are invariant
under parity inversion, [Ĥ0, P̂ ] = 0. In the antiferro-
magnetic ground states, time-reversal symmetry is bro-
ken, and for Cr2O3, parity inversion is broken as well.
For both systems however, application of time-reversal
and parity inversion maps the ground state onto itself,
P̂ T̂ |α0〉 → |α0〉 [23]. This implies that the spectrum of
induced transverse magnetic excitations follows the sym-
metry relation

S+−
GG′(q, ω) = S−+

G′G(q, ω), (6)

which is an instance of the generalized Onsager relation
(see Appendix A). Furthermore, as the ground state of
both systems is collinear, the spectrum also follows the
Onsager relation

S+−
GG′(q, ω) = S+−

−G′−G(−q, ω) (7)

in the non-relativistic limit (see Sec. A 4), meaning that
the magnon dispersion is reciprocal in±(G+q). Combin-
ing both of these Onsager relations, it is concluded that
the spin-raising and spin-lowering spectral functions are
identical upon reversing the wave vector G + q,

S+−
GG′(q, ω) = S−+

−G−G′(−q, ω), (8)

implying that A+−
G (q, ω) = A−+

−G(−q, ω).

C. Magnon spectral functions in centrosymmetric
antiferromagnets

Due to the PT -symmetry, the AFM spectral functions
considered here are different in a few crucial aspects from
the familiar FM spectral functions. Assuming that the
spin-lowering spectrum for a given q and G = G′ is
dominated by a single magnon excitation of frequency
ωq, lorentzian lineshape and half-width-half-maximum
(HWHM) η > 0, we may write

A+−
G (q, ω) =

M

~
η/π

(ω − ωq)2 + η2
, (9)

where M/~ denotes the spectral intensity. For a mate-
rial with multiple magnon modes, Eq. (9) should also
include a weighted sum over mode indices, with mode
weights depending on the reciprocal lattice vector G. For
the acoustic mode in a ferromagnet, one can typically ne-
glect minority-to-majority excitations at short wave vec-
tors q, and as a result, the transverse magnetic spec-
trum will simply be given as S+−

G (q, ω) = A+−
G (q, ω).

For a PT -symmetric antiferromagnet however, where
A−+
−G(−q, ω) = A+−

G (q, ω), the two magnon modes of
opposite spin angular momentum will destructively in-
terfere in the spectrum of induced excitations:

S+−
G (q, ω) =

M

~

[
η/π

(ω − ωq)2 + η2
− η/π

(ω + ωq)2 + η2

]
.

(10)
For magnon excitations where the frequency is compara-
ble to or smaller than the spectral width, this means that
the magnon spectral function is obscured by its degener-
ate partner of opposite spin as illustrated in Fig. 1(a). In
particular, the spectrum completely vanishes for ωq = 0.

More generally, an AFM spectrum of induced excita-
tions will always have a vanishing zeroth moment, due to
the sum rule [22]

~
∫ ∞
−∞

S+−
G (q, ω) dω =

nz
Ωcell

, (11)

where nz/Ωcell gives the magnetization per unit cell. Be-
cause the total magnetization vanishes in antiferromag-
nets, the spin-raising and spin-lowering excitations will
always have equal weight in S+−

G (q, ω), independently of
lineshape, inversion symmtry etc. In addition, this also
implies, that the AFM magnon spectral weight M will
generally vary both as a function G and q.

D. Transverse magnetic susceptibility from
LR-TDDFT

The transverse magnetic susceptibility can be com-
puted from first principles within the framework of linear
response time-dependent density functional theory (LR-
TDDFT), using only quantities which can be extracted
from a routine DFT calculation [24, 25]. For a collinear
DFT ground state, the non-interacting susceptibility of
the Kohn-Sham system is given by

χ+−
KS (r, r′, ω) = lim

η→0+

1

N2
k

∑
nk

∑
mk′

(fnk↑ − fmk′↓)

×
ψ∗nk↑(r)ψmk′↓(r)ψ∗mk′↓(r

′)ψnk↑(r′)

~ω − (εmk′↓ − εnk↑) + i~η
,

(12)

where εnks and fnks are the single-particle energies and
ground state occupations of the Kohn-Sham Bloch waves
ψnks(r), while Nk denotes the number of k-points. As
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FIG. 1. Characteristics of a PT -symmetric AFM spectrum of transverse magnetic excitations. (a) AFM spectral function in
Eq. (10) plotted as a function of frequency for different magnon energies ~ωq. The vertical lines indicate the energy of the
spin-lowering (at positive frequencies) and spin-rasing (negative frequencies) magnon excitations. The spectra are normalized
by the magnon peak intensity A0 = M/(π~η), see Eq. (9). (b) Magnon frequency as a function of the spectral function
maximum ωm, as given in Eq. (15). The magnon frequency is also plotted versus itself in dashed gray for visual comparison.

seen in Eq. (12), the transverse magnetic Kohn-Sham
spectrum is made up of single-particle Stoner excitations,
where an electron is removed from an occupied Kohn-
Sham orbital and inserted in an unoccupied orbital of
opposite spin. The Stoner pair excitations form a con-
tinuum, which is referred to as the Stoner continuum, and
give rise to Landau damping of a given collective magnon
mode, whenever the mode overlaps with the Stoner con-
tinuum. In the ALDA, the full many-body susceptibility
is obtained from the Kohn-Sham counterpart through a
single Dyson equation

χ+−(r, r′, ω) =χ+−
KS (r, r′, ω) +

∫
dr1

× χ+−
KS (r, r1, ω)f−+

LDA(r1)χ+−(r1, r
′, ω),

(13)

where f−+
LDA(r) = 2W z

xc,LDA(r)/nz(r) is the transverse
LDA kernel, depending only on the local exchange-
correlation magnetic field and spin-polarization of the
ground state. For additional details, the reader is re-
ferred to Ref. [22].

III. METHODOLOGY

A. Gap error in antiferromagnets

In a collinear LR-TDDFT description of ferromagnets
as well as antiferromagnets, there should in principle al-
ways exist a gapless magnon mode, thanks to the Gold-
stone theorem. In the absence of spin-orbit coupling,
the so-called Goldstone mode is gapless at the Γ-point,
ωΓ = 0, because the energy is invariant towards rigid

rotations of the spins. For LR-TDDFT calculations in
practise, however, it has been widely established that
numerical approximations such as basis truncation result
in a finite gap error [19, 20, 22, 26, 27]. For a plane wave
basis in particular, it seems very difficult to converge the
Γ-point magnon frequency [22] and in practise a gap er-
ror correction scheme is needed in order to provide a
converged magnon dispersion.

For ferromagnets, simple correction schemes are suf-
ficient. Due to the limited weight of spin-raising ex-
citations, one can simply shift the transverse magnetic
excitation spectrum so as to fulfill ωΓ = 0 [22]. For
antiferromagnets however, the spin degeneracy of the
Goldstone mode implies that S+−

G (q, ω) should vanish
at the Γ-point, which cannot be satisfied through a fre-
quency shift of the excitation spectrum, as a finite ωΓ

results in a finite spectral function, see Eq. (10). In-
stead, we rescale the ALDA kernel, f−+

LDA → λf−+
LDA, such

as to fulfill the Goldstone criteria for antiferromagnets,
S+−
G=0(q = 0, ω) = 0. With otherwise converged nu-

merical parameters, this amounts to a small rescaling
of about 1% percent when applied on top of a LSDA
ground state calculation, with λ = 1.0096 for Cr2O3 and
λ = 1.0124 for Cr. For this reason, we consider the rescal-
ing a numerical detail rather than a change of exchange-
correlation kernel.

B. Extracting the AFM magnon dispersion

As illustrated in Fig. 1(a), it is not only the spin-
lowering magnon excitations that contribute to the pos-
itive frequency transverse magnetic excitation spectrum,
S+−
G (q, ω), but also the spin-raising magnon excita-
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tions of finite width. As a result, the spectral function
maximum will not correspond directly to the magnon
frequency. For a spin-lowering PT -symmetric AFM
magnon excitation of lorentzian lineshape, see Eqs. (9)
and (10), the spectral function maximum is instead lo-
cated at:

ωm = ± 1√
3

(
ω2
q + 2

√
ω4
q + η2ω2

q + η4 − η2
)1/2

. (14)

In the limit |ωq| � η, it is a good approximation to
identify the magnon frequency as the spectral function
maximum, ωm ' ωq, but for |ωq| � η, such an identifi-
cation fails catastrophically as ωm is determined mostly
from the magnon spectral width, ωm ' η/

√
3, and not

the frequency. Consequently, a more careful analysis is
needed in order to identify the energy of low frequency
AFM magnons.

In the simplest case, the low frequency magnons are
undamped, and the lineshape is formally a Dirac δ-
function. However, to converge the Stoner continuum in
LR-TDDFT calculations (or simply because δ-functions
are impossible to resolve numerically), η in Eq. (12)
is typically left as a finite broadening parameter. For
magnons that do not overlap with the Stoner continuum
(free of Landau damping), this means that the lineshape
is lorentzian and with HWHM η, as assumed in Eq. (9).
Thus, knowing the magnon spectral width, magnon fre-
quencies below the Stoner continuum may be calculated
directly from the spectral function maximum of Eq. (10):

ωq = ±
(

2
√
ω4

m + η2ω2
m − ω2

m − η2
)1/2

. (15)

The AFM magnon frequency that results from this equa-
tion is illustrated as a function of the spectral func-
tion maximum in Fig. 1(b). First of all, we see that
ωq ' ωm is a good approximation already at ωm = 2η,
where ωq = 0.993ωm. For values of ωm < 2η however,
it becomes increasingly important to account for the fi-
nite width of the excitations to accurately extract the
magnon dispersion. For ωm ∈ [η, 2η], the spectral func-
tion maximum slightly exceeds the magnon frequency,
with ωq = 0.910ωm at ωm = η, and for ωm < η the spec-
tral function maximum is no longer a good indicator of
the magnon dispersion, see e.g. the red, green and teal
curves in Fig. 1(a). In fact, the linear magnon disper-
sion of antiferromagnets will appear quadratic at short
wave vectors q and with a finite gap of η/

√
3, if only the

spectral function maximum is considered, see Eq. (14)
and Fig. 1(b). As a more practical matter, it becomes
a substantial numerical challenge to determine ωm pre-
cisely enough to infer ωq through Eq. (15) for values of

ωm < η. In the limit ωm → η/
√

3, the gradient ∂ωq/∂ωm

diverges, meaning that the inferred magnon frequency
around ωq = 0 is sensitive to infinitesimal changes in ωm.
This implies that an increasingly dense frequency grid is
needed in order to determine ωq from ωm as ωm → η/

√
3.

If ωm is determined from a parabolic fit to the spectral

peak sampled on a linear frequency grid, Eq. (15) ceases
to provide accurate magnon frequencies with a frequency
sampling of δω = η/8 already for ωm . η. Instead,
it turns out to be much more efficient to fit the entire
spectral function in Eq. (10) directly to the calculated
spectrum and extract the magnon frequency from the
fit. In this case, a δω = η/8 frequency sampling pro-
vides sufficient accuracy for magnon frequencies as small
as ωq = η/40.

For Landau damped magnons, it is a more com-
plicated issue to extract the magnon dispersion, be-
cause the exact magnon lineshape is not known before-
hand and cannot be directly extracted from S+−

G (q, ω)
due to the spin degeneracy. To make progress, we
take another look at the double-lorentzian spectral func-
tion (10), with the aim of establishing some heuris-
tics that may generalize to other lineshapes as well.
Firstly, we note that the curvature always vanishes
at zero frequency, ∂2S+−

G (q, ω)/∂ω2 = 0
∣∣
ω=0

. Because

∂3S+−
G (q, ω)/∂ω3

∣∣
ω=0

changes sign from negative to pos-
itive at ωq = η, one can then use the low frequency curva-
ture as a simple visual heuristic to determine the relative
sizes of the magnon frequency and spectral width. If the
spectral function has positive curvature at low frequen-
cies, ωq > η and ωq ' ωm should at least provide a decent
approximation. Of course, the error will depend some-
what on the exact lineshape, but it should be comparable
to that of a lorentzian one, which has a maximum error of
7.5% for ωq > η. If the AFM spectral function has neg-
ative curvature at low frequencies, one is instead forced
to guess a functional form for the lineshape and fit it to
the spectrum. To exemplify the use of this heuristic, one
would conclude that ωq ' ωm is a decent approximation
for the teal and yellow lineshapes in Fig. 1(a), but not for
the red and green. To get a better grasp of the error made
in approximating ωq ' ωm, one can go a step further. For
the lorentzian magnon lineshape, a magnon frequency of
ωq > 2η is enough to guarantee that the error is smaller
than 1%. For the full spectral function, S+−

G (q, ω), this
criteria is met when ωm > 2.25 HWHM1, where HWHM1

denotes the HWHM below the peak at positive frequency.
Thus, one can be reasonably confident that ωq ' ωm is
a good approximation, for lineshapes where the spectral
function maximum exceeds 2.25 times the lower HWHM.

C. Computational details

In this study, we compute the spectrum of trans-
verse magnetic excitations, S+−

G (q, ω), using the GPAW
open-source code [28, 29] as described in [22]. We use
the experimental room temperature crystal structures
(Cr2O3: a = 4.957 Å, c = 13.592 Å, Cr-z = 0.3473 Å,
O-x = 0.3057 Å [30], Cr: a = 2.884 Å [31]) and com-
pute ground state properties using the LSDA exchange-
correlation functional, with and without Hubbard correc-
tions (in the Dudarev LSDA+U scheme [32]). We neglect
core level excitations and include only Cr 4s, 3d and O
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2s, 2p orbitals as valence states in the Kohn-Sham sus-
ceptibility (12). To converge the summation over Kohn-
Sham states, we include also 12 additional empty shell
bands per atom, and in order to invert the Dyson equa-
tion in a plane wave basis, a plane wave cutoff of 1000
eV is used. Based on a previous convergence study for
itinerant ferromagnets Fe, Ni and Co, the applied com-
putational parameters should provide a benchmark-level
accuracy of results [22].

When inverting the Dyson equation (13), the scaled
ALDA exchange-correlation kernel is used both for LSDA
and LSDA+U ground states. However, when a Hubbard
correction has been applied in the ground state, the ker-
nel scaling is no longer a numerical detail, as it would also
be needed in the limit of an infinite basis representation.
Thus, the resulting kernel is formally a new kernel, which
we will denote λALDA+U. Usage of such a scaled kernel
is justified for ferromagnetic ground states, based on the
homogeneous electron gas limit, and λALDA+U has pre-
viously proved effective in describing essential correlation
effects in the itinerant ferromagnet MnBi [33]. Whether
or not the λALDA+U approach is a viable scheme for
antiferromagnets remains to be seen.

For magnetic response calculations in the GPAW code,
we are currently restricted to computing the transverse
magnetic plane wave susceptibility χ+−

GG′(q, ω) at wave
vectors q that are commensurate with the k-point grid
of the ground state calculation. The k-point summation
in Eq. (12) is approximated as a sum over the Kohn-
Sham states on the ground state k-point grid and thus a
finite artificial broadening parameter η is needed in order
broaden the single-particle Stoner excitations into a con-
tinuum. For itinerant ferromagnets as well as antiferro-
magnets, this implies that the convergence of the k-point
grid density and artificial broadening η is intertwined for
the magnon dispersion inside the Stoner continuum [22].
Providing such a convergence analysis on the basis of
magnon frequencies is a very computationally expensive
task, why a method for inferring convergence on the ba-
sis on the single-particle Stoner spectrum alone is highly
desirable. We have previously developed such a method
for itinerant ferromagnets [22], but as it relies on the
low frequency Stoner continuum, it is not transferable
to antiferromagnets where the low frequency Stoner con-
tinuum is obscured due to spin degeneracy. Instead, we
choose the k-point grid density and artificial broadening
to match converged values for the itinerant ferromagnets
Fe, Ni and Co. For metallic Cr we apply a (60, 60, 60) Γ-
centered Monkhorst-Pack (MP) grid, resulting in a 27.5 Å
k-point density. We use an artificial broadening of η = 50
meV and sample the susceptibility on a linear frequency
grid with a δω = 6 meV spacing.

For insulating Cr2O3, the magnon modes never enter
the Stoner continuum and broadening of the Stoner spec-
trum is irrelevant to the magnon dispersion as a result.
Instead, the spectral broadening may be chosen as small
as possible, while still supporting reliable extraction of
the magnon dispersion on a reasonably spaced frequency

FIG. 2. Structure of Cr2O3. Left: Minimal unit cell with
the ground state magnetic configuration indicated. Right:
Brillouin zone highlighting the high-symmetry path of our
computed magnon spectra.

grid. For Cr2O3 we use a linear frequency spacing of
δω = 4 meV and an artificial broadening of η = 32
meV. The insulating nature of Cr2O3 also significantly
relaxes the requirements on k-point sampling. For calcu-
lations without empty shell bands and a plane wave cut-
off of 500 meV, a (12, 12, 12) (k-point density of 8.8 Å)
and a (24, 24, 24) Γ-centered MP-grid (k-point density
of 17.5 Å) result in identical magnon frequencies down to
the fifth significant digit. As a result, one could probably
use an even more sparse k-point sampling, but to com-
pute more than just a few points of the Cr2O3 magnon
dispersion, we apply the (12, 12, 12) Γ-centered MP-grid.
Furthermore, in order to extract accurate magnon ve-
locities we use a (24, 24, 24) Γ-centered MP-grid to com-
pute one additional magnon frequency for each direction
q̂ close to the Γ-point.

IV. RESULTS

A. Cr2O3

1. Basic properties

Chromium sesquioxide (Cr2O3) is an antiferromag-
netic insulator with a trigonal corundum crystal struc-
ture (space group R3̄c), occurring naturally in the form
of the eskolaite mineral. The Cr3+ atoms are situated at
octahedral sites of an O2− hcp array, resulting in a rhom-
bohedral primitive cell containing four Cr atoms located
along the [111] diagonal (corresponding to the c-axis of
the hexagonal cell) [30]. The Cr magnetic moments align
antiferromagnetically in a ↑↓↑↓ spin configuration [34, 35]
as shown in Fig. 2, which is consistent with the pre-
diction from Goodenough that all the direct Cr-Cr cou-
plings (along octahedral faces and edges) are antiferro-
magnetic [36]. Due to its broken inversion symmetry in
the ground state, Cr2O3 has been thoroughly studied as
a prototypical material exhibiting magnetoelectric cou-
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pling [23, 37, 38] and has recently been demonstrated to
host magnon polarons, that is, hybridized excitations of
magnons and phonons [39, 40].

The Cr3+ local magnetic moments are slightly reduced
from the ionic value of 3µB, with experimental values
reported in the range of 2.48− 2.76µB, where the lower
and upper values originate from neutron polarimetry and
neutron powder diffraction experiments respectively [30,
35, 41].

In DFT, Cr2O3 is consistently predicted to order an-
tiferromagnetically in accordance with experiment. An
antiferromagnetic ground state is preferred over the fer-
romagnetic and paramagnetic states using both the local
spin-density approximation (LSDA), the Hubbard cor-
rected LSDA (LSDA+U) and generalized gradient ap-
proximations (GGA+U) as well as the hybrid screened
exchange (sX) functional [42–46]. Furthermore, a prefer-
ence for the ↑↓↑↓ spin configuration has been confirmed
for both the LSDA+U, GGA+U and sX functionals [43–
45]. The band gap is, however, significantly underesti-
mated in the LSDA compared to the experimental value
of 3.4 eV [47, 48]. While the Kohn-Sham band gap is
not formally required to match the experimental gap, a
deviation by approximately a factor of three implies the
presence of strong static correlation effects, which are
typically not well described by local functionals. This
observation is in line with the experimental character-
ization of Cr2O3 as an intermediate between a charge-
transfer insulator and a Mott-Hubbard insulator [48, 49].
A similar characterization results from DFT using either
of the LSDA+U, GGA+U, sX and B3LYP functionals
[43–46, 50, 51].

In the ↑↓↑↓ spin configuration of Cr2O3, we find a lo-
cal magnetic moment of 2.56µB for the Cr atoms using
the LSDA functional (here defined as the integrated mo-
ment inside the Cr PAW sphere of radius 2.3 a0). When
including a Hubbard correction, the local magnetic mo-
ments increase with Ueff , although not exceeding the ionic
value of 3µB for Ueff < 5 eV. The effect of the Hubbard
correction is in good agreement with previous LSDA+U
literature [44, 52] and is illustrated in Fig. 3(a). Given
the ambiguous definition of a local magnetic moment,
we find the LSDA(+U) Cr moments to be in reasonable
agreement with the experimental range of observed val-
ues [30, 35, 41], at least for values of Ueff . 4 eV.

In contrast to the local magnetic moments, the band
gap is highly sensitive to the inclusion of a Hubbard cor-
rection. This is illustrated in Fig. 3(b) as well as in pre-
vious literature [43, 44]. We find the LSDA Kohn-Sham
band gap to be 1.2 eV (with a direct gap of 1.3 eV),
that is, about a third of the experimental gap. When in-
cluding a Hubbard correction, the gap is widens and it is
possible to reproduce the experimental gap with a suit-
able choice of Ueff . However, it should be stressed, that
the agreement between the experimental gap and the cal-
culated Kohn-Sham gap is not a figure of merit in itself
and cannot be used as a criterion for finding the optimal
value for Ueff . Rather, a large disagreement simply in-
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FIG. 3. LSDA+U ground state properties of Cr2O3 as a func-
tion of the Hubbard correction Ueff . Left axis (blue): Local
magnetic moment of the Cr atoms. Right axis (red): Kohn-
Sham band gap. The horizontal line indicates the experimen-
tal gap [47, 48].

dicates the presence of strong correlation, which implies
that Hubbard corrections are likely needed in order to
describe various material properties accurately. Alterna-
tively, the U and J Hubbard parameters may also be de-
termined using e.g. the constrained occupations method
or unrestricted Hartree-Fock theory. Within these ap-
proaches, Ueff = U−J has previously been demonstrated
to fall in the range of 2.5-3.5 eV [44, 52].

2. Magnetic excitations

The magnon excitations of Cr2O3 have been inves-
tigated experimentally by several authors. Samuelsen
[54, 55] provided early short wave vector inelastic neutron
scattering (INS) data and estimated the magnon veloc-
ity along the [110]∗ and [211]∗ directions, where square
brackets with an asterisk indicate directions in terms of
the reciprocal lattice vectors of the rhombohedral lattice.
In a similar study, Alikhanov et al. [56] investigated the
magnon dispersion in a wide selection of directions in the
(11̄0) plane, still at short wave vectors, and fitted their
data to a Heisenberg model including only the exchange
couplings between neighbouring Cr occupied octahedra,
i.e. exchange parameters up to J4. They found the
magnon dispersion to be anisotropic, with magnon ve-
locities being larger in-plane (in the [21̄1̄] direction) than
out-of-plane (the [111] direction). Finally, Samuelsen et
al. [53] reported magnon frequencies throughout the en-
tire (11̄0) plane of the magnetic BZ, that is, including
also the excitations at long wave vectors. Upon includ-
ing a fifth exchange parameter (J5), they were able to
provide a satisfactory fit of the Heisenberg model to the
experimental magnon dispersion.
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FIG. 4. Magnon dispersion of Cr2O3 as a function of q inside the first BZ of the rhombohedral lattice. The ALDA acoustic
and optical magnon modes are extracted at the (0, 0, 0) and (1̄, 1̄, 1̄) reciprocal lattice points respectively and compared to
experimental INS data and a J5 Heisenberg model fitted to experiment [53].

Based on the LSDA ground state, we have employed
the ALDA to compute the low frequency spectrum of
transverse magnetic excitations for a wide selection of
wave vectors in and out of the (11̄0) plane. The spec-
trum at a given wave vector is dominated by a single
magnon peak and its degenerate partner of opposite spin.
By fitting the spectrum to the lorentzian AFM spectral
function (10), we obtain a practically ideal fit and ex-
tract the Cr2O3 magnon dispersion, which is presented
in Fig. 4. Qualitatively, the ALDA is seen to reproduce
the experimental magnon dispersion. However, both the
band width and the magnon velocity are overestimated
by roughly a factor of two. Also for wave vectors where
there is no experimental data, there is a good qualitative
agreement between the ALDA magnon dispersion and
that of the Heisenberg model fitted to experiment. As
an example, the optical magnon mode seems to be more
dispersive along the Γ→ L path compared to the Γ→ F
path in both the ALDA and the Heisenberg model.

Given that Cr2O3 is a strongly correlated material, it
is not all too surprising that the ALDA fails to yield
a good quantitative agreement with experiment. In
Fig. 5, we present magnon velocities computed by fi-
nite difference on LSDA+U ground states as a function
of Ueff , including the Hubbard correction by means of
the λALDA+U method. Indeed, the magnon velocity
seems to steadily decrease with Ueff . However, the best
correspondence with experiment seems to occur already
around Ueff ∼ 1 eV and at Ueff = 2.0 eV, the magnon dis-
persion has turned completely flat along all directions. In
Fig. 6, we show the full magnon dispersion obtained with
Ueff = 1.0 eV and Ueff = 2.0 eV respectively. Whereas
the magnon velocity seems to agree well with experiment
for Ueff = 1.0 eV, the magnon dispersion as a whole
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Å

]

Γ→ Z

Γ→ F

Γ→ L

Γ→ X

FIG. 5. Cr2O3 magnon velocities calculated within the ALDA
and the λALDA+U method as a function of Hubbard correc-
tion Ueff . For reference the 1σ experimental range is shown,
extracted as the slope of a linear fit to the INS data [53] of
wave numbers in the range aq ∈ [0.4, 1.2], where a is the
rhombohedral lattice constant.

does not. The magnon band width is still overestimated,
and some of the features that were qualitatively repro-
duced in the ALDA, such as the flat optical band be-
tween the Γ and F high-symmetry points, are no longer
reproduced. Thus, the λALDA+U method proves insuf-
ficient for including Hubbard corrections in a meaningful
way that consistently improves the Cr2O3 magnon dis-
persion. Nevertheless, it is still a striking feature, that
the λALDA+U method yields a completely flat magnon
dispersion for short wave vectors at Ueff = 2.0 eV. In
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FIG. 6. λALDA+U magnon dispersion of Cr2O3 as a function q inside the first BZ of the rhombohedral lattice. The acoustic
and optical magnon modes are extracted at the (0, 0, 0) and (1̄, 1̄, 1̄) reciprocal lattice points respectively and compared to a
J5 Heisenberg model fitted to experimental INS data [53].

contrast to the Γ-point itself, the transverse magnetic
excitation spectrum does not vanish at short, but finite,
wave vectors. Instead, the spectrum is peaked more or
less exactly at the resolution limit, η/

√
3. The physical

significance of this, if any, is not clear at present.

In Table I, we present the actual values for the com-
puted LR-TDDFT magnon velocities along with fitted
INS reference values and analytical velocities calculated
within the J5 Heisenberg model [53]. The experimen-
tal dispersion was fitted only to data in the range aq ∈
[0.4, 1.2], that is, the range of wave numbers where the
magnon dispersion is approximately linear. There is a
lower bound to this range due to relativistic effects (not
included in our calculations) resulting in an anisotropy
gap of ωΓ = 0.68 meV [53, 57]. Clearly, the ALDA yields
a completely isotropic magnon dispersion at short wave
vectors, which is in sharp contrast to the out-of-plane vs.
in-plane anisotropy observed experimentally. In addition,
the computed ALDA magnon velocities is overestimated
by more than a factor of two. Interestingly, the isotropy
is broken by the Hubbard correction and with Ueff = 1.0

q̂ BZ line v (ALDA) v (λALDA+U) v (Exp.) v (HB)

[111]∗ Γ→ Z 170 72 70.6± 3.2 71.0

[110]∗ Γ→ F 170 84 77.8± 1.5 80.7

[100]∗ Γ→ L 170 88 83.1

[1̄01]∗ Γ→ X 169 89 84.2

TABLE I. Cr2O3 magnon velocities in units of meV Å. The
λALDA+U values were calculated with Ueff = 1 eV. The
values extracted from the experimental INS data are shown
as reference along with values computed analytically from the
J5 Heisenberg model fitted to experiment [53].

eV, the experimental magnon velocities are accurately
reproduced, matching also the Heisenberg model values
for directions out of the (11̄0) plane.

B. Bulk Cr

1. Basic properties

Chromium is a metallic antiferromagnetic material
with a bcc crystal structure. It is widely accepted to
have an incommensurate longitudinal spin-density wave
(SDW) as its ground state [58] with a SDW vector of
qSDW = 0.95 × 2π/a, directed towards one of the cubic
axes [59, 60]. With increasing temperature, pristine Cr
first undergoes a spin-flip phase transition to a trans-
verse SDW at TSF ' 123 K before becoming param-
agnetic at TN ' 311 K [58]. Furthermore, in a wide
range of dilute Cr alloys, the SDW becomes commensu-
rate with the cubic lattice [61] and the local magnetic
moments of the Cr corner and center atoms (which are
anti-aligned) become equal in size, see e.g. illustration in
Ref. [62]. As an example, the Cr1−xMnx system tran-
sitions into the commensurate SDW for x & 0.4 at.% at
room temperature [61]. Due to its simplicity, commen-
surate AFM Cr provides the most basic realization of
itinerant antiferromagnetism in a real material and has
been used for initial discoveries with emerging first princi-
ples methodologies since the advent of the LSDA [62–64].
In addition, the similarity between the commensurate-
incommensurate phase transition in Cr and the AFM-
superconducting phase transition in doped cuprates has
spurred hope that the study of AFM Cr may contribute
to a better understanding of the mechanism responsible
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FIG. 7. LSDA band structure of bcc-Cr in the commensurate
SDW phase, plotted relative to the Fermi level. The paramag-
netic (PM) bands evaluated in the cubic unit cell are shown
for reference. All AFM bands are two-fold degenerate, but
the paramagnetic fourfold degeneracy at the Brillouin zone
boundary (originating from downfolding) is lifted in the anti-
ferromagnetic state.

for unconventional superconductivity [61].
Within the LSDA, we obtain a local magnetic moment

of 0.82µB for the commensurate SDW in Cr. In litera-
ture, the reported LSDA values at the experimental lat-
tice constant range from 0.33µB to 0.71µB depending
on numerical scheme and implementation [62–64]. Given
the ill-defined nature of the local magnetic moment, we
find our result to be in fair agreement with the PAW
value of 0.67µB reported in [64] as well as the experimen-
tal average moment at T = 4.2 K of the commensurate
SDW phase in the 2.1 at.% Mn and 7.0 at.% Mn alloys of
0.67µB and 0.81µB respectively [65]. In Fig. 7, we show
the band structure of bcc-Cr in the commensurate SDW
and compare it to the paramagnetic (spin-paired) band
structure. The antiferromagnetic bands are seen to be
highly similar to the paramagnetic ones, which is also re-
flected in a rather small total energy difference of 4 meV
per atom. Nevertheless, the degeneracy of the paramag-
netic bands is partially lifted in the AFM phase and give
rise to a reduction in the area of the Fermi surface (most
clearly seen around the X point and along the M−Γ−R
path). This is in line with the picture of Fermi surface
nesting as the driving mechanism for antiferromagnetism
in bcc-Cr.

2. Magnetic excitations

Previously, first principles studies of the magnetic ex-
citations in Cr have been restricted to the paramagnetic
phase [21, 66], focusing on the Fermi surface nesting and
its relation to the incommensurate SDW ground state.
Experimentally, the SDW vector is equal to the nest-

ing vector as measured by angle-resolved photoemission
spectroscopy and positron annihilation [67, 68]. In com-
parison, the nesting vector of the Kohn-Sham band struc-
ture has been determined to a value of qF = 0.92× 2π/a
using the LSDA [21]. Whereas this value is extracted
as the maximum of the slowly varying nesting function,
the theoretical SDW vector is determined from the well-
defined peak in the paramagnetic excitation spectrum
at zero frequency. Using the LSDA and PBE exchange-
correlation functionals, the SDW vector has been the-
oretically determined to values of qSDW = 0.86 × 2π/a
and qSDW = 0.92 × 2π/a respectively [21, 66]. In the
present study, we supplement the previous studies of the
PM phase by exploring instead the transverse magnetic
excitations of the commensurate SDW.

In Fig. 8, we show the ALDA magnon spectrum cal-
culated on the basis of the LSDA ground state. At short
wave vectors, the many-body spectrum is characterized
by an acoustic magnon mode, which follows a linear dis-

persion. For wave vectors q & 0.65 Å
−1

along the Γ→ X
and Γ → M directions, the magnon mode becomes in-
distinguishable from the background of Stoner-pair exci-
tations, which start to dominate the spectrum. For the

Γ→ R direction, this happens already for q & 0.45 Å
−1

.
In contrast to the case of itinerant ferromagnets, the
spectral broadening does not imply a decrease in scatter-
ing intensity, allowing AFM Cr to exhibit intense Stoner-
pair scattering over a frequency range of several eV. For
comparison, we show the Kohn-Sham spectrum of trans-
verse magnetic excitations in Fig. 9.

In the many-body spectrum (Fig. 8), the single-
particle Stoner excitations of the LSDA Kohn-Sham spec-
trum (Fig. 9) have been renormalized by the electron-
electron interaction as dictated by the Dyson equa-
tion (13). The renormalization favors the low-frequency
Stoner excitations that lie in the continuation of the
collective magnon mode, why these excitations are said
to be collectively enhanced. In addition to the acous-
tic magnon mode, we also observe a new parabolic fea-
ture in the many-body spectrum on the Γ → R path.
The parabolic feature seems to be a collective mode,
not an enhanced Stoner excitation, as it appears only
in the many-body spectrum and not in the Kohn-Sham
spectrum. In contrast to the acoustic magnon mode,
the parabolic mode is clearly distinguishable from the
Stoner excitations, even though it resides inside an in-
tense part of the Stoner continuum. This suggests that
the parabolic mode is less influenced by Landau damp-
ing in comparison to the acoustic mode. A more detailed
investigation of this mode is left for future work.

In regions where the acoustic magnon mode is well-
defined, we show the magnon frequencies calculated from
the spectral function maximum using Eq. (15) and the
artificial broadening parameter η = 50 meV. In doing so,
we assume a lorentzian magnon lineshape with HWHM
η. For magnon frequencies below ∼ 200 meV, this is
a valid approximation as the many-body spectral func-
tion S+−(q, ω) is more less free of Landau damping (the



11

Γ X M Γ R

q

0

500

1000

1500

2000

2500

ω
[m

eV
] 10−1

3× 10−2

4× 10−2

6× 10−2

2× 10−1

S
+
−

(q
,ω

)
[a
.u
.]

FIG. 8. Magnon spectrum of commensurate AFM Cr calculated within the ALDA (evaluated at G = 0). The light blue line
indicate the magnon frequencies determined from the spectral maximum via Eq. (15).
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FIG. 9. Kohn-Sham Stoner spectrum of commensurate AFM Cr calculated within the ALDA (evaluated at G = 0). For
comparison, the ALDA magnon dispersion is shown in light blue.

magnons reside below the Stoner continuum). Above
200 meV, ωm exceeds 2.25 times the lower HWHM of
S+−(q, ω) and thus application of Eq. (15) with η = 50
meV still remains a good approximation, as it simply
yields the magnon frequency to coincide with the spec-
tral function maximum (see discussion in Sec. III B). To
provide a continuous magnon dispersion, we thus use Eq.
(15) for all well-defined magnon excitations. It should be
noted that the used frequency sampling is sufficient to

identify ωm for all the calculated wave vectors q only be-
cause we do not sample magnons with frequencies smaller
than the artificial broadening η.

The resulting magnon dispersion is isotropic and lin-
ear up to magnon frequencies of 300-400 meV. For the
identified magnon frequencies below 400 meV, we fit a
gapless linear dispersion, ωq = vq, producing an ALDA

magnon velocity of ~v = (1702 ± 16) meV Å (1σ uncer-
tainty of the fit). This result agrees quite well with pre-
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vious literature, where a magnon velocity of 1.8 eV Å has
been reported for a mean-field treatment of the multi-
band Hubbard Hamiltonian that results from computing
model parameters based on a paramagnetic GGA band
structure [69]. When comparing to the experimental val-
ues for the Cr1−xMnx alloys as inferred from inelastic
neutron scattering, the ALDA magnon velocity seems to
be of the correct order of magnitude, but also to consti-
tute an overestimate. The 2 at.% and 5 at.% Mn alloys
yield magnon velocities of ~v = (856 ± 100) meV Å and
~v = (1020±100) meV Å respectively, in both cases mea-
sured at the reduced temperature T ∼ 0.5TN [58, 70, 71].
The alloy and finite temperature effects of the available
data entails that one cannot make a direct comparison
of magnon velocities, and a quantitative performance as-
sessment of the ALDA values will have to be settled in
future studies.

V. SUMMARY AND OUTLOOK

To summarize, we have demonstrated that ALDA LR-
TDDFT comprises a suitable framework for performing
first principles calculations of AFM magnon dispersion
relations. To our knowledge the method has only been
applied to ferromagnets in the past, but aided by the On-
sager relations and a slight rescaling of the ALDA ker-
nel (to satisfy the Goldstone condition) one seamlessly
obtains the characteristic linear magnon dispersion for
antiferromagnets. In addition, the calculated magnon
velocities are at least comparable to experiments. We
have exemplified this by two prototypical antiferromag-
nets: Cr2O3 and bcc-Cr, which constitute generic exam-
ples of localized moment and itinerant antiferromagnets
respectively. In the case of Cr2O3, the predicted magnon
dispersivity is approximately a factor of two larger than
in experiments. Part of this discrepancy can be reme-
died by adding a Hubbard correction to account for the
strong static correlation. Using a value of Ueff = 1.0
eV, we obtain magnon velocities in very good agreement
with experiments. This, however, comes at the expense
of introducing spurious dispersion in the optical magnon
branch and it appears that approximations beyond the
λALDA+U are required to obtain accurate magnon spec-
tra. For bcc-Cr in the commensurate SDW phase, we
obtain an acoustic magnon mode with a velocity that
seems to be in reasonable agreement with experiments,
although a direct comparison cannot be made at the cur-
rent stage. More importantly, we have shown that there
is no natural bound on the intensity of the Stoner contin-
uum (in contrast to ferromagnets) resulting in a almost
complete damping of the acoustic magnon in bcc-Cr.

The fact that ALDA appears capable of describing
magnetic fluctuations in (possibly strongly correlated)
antiferromagnets significantly enlarges the classes of ma-
terials and properties that can be accessed by first prin-
ciples methods. For example, both quantum spin liq-
uids and unconventional superconductors typically exist

in close proximity or in coexistance with antiferromag-
netic phases. It is far from clear, if LR-TDDFT can be
used to gain insight into such exotic phases, but it is
possible that the spin fluctuations in proximate antifer-
romagnetic phases may be unravelled by first principles
methods. This could provide an easy way to investigate
the influence of external parameters such as pressure and
doping. In particular, superconductivity in cuprates typi-
cally arises at particular doping concentrations and a sim-
ple model of doping can be implemented in LR-TDDFT
by a mere shift of the Fermi level without any additional
effort. In contrast, the systematic study of doping effects
is a highly tedious process in experiments. We thus hope
that future LR-TDDFT studies can help to unveil the
role of antiferromagnetic fluctuations in exotic quantum
phases of matter.

Appendix A: Symmetry relations of the generalized
susceptibility

In linear response theory, the aim is to describe how
a system in thermal equilibrium responds to external
perturbations, to linear order. The system is charac-
terized by the Hamiltonian Ĥ0 and the perturbation en-
ters the problem through the system coordinate Â = Â†,
Ĥext(t) = Âf(t), where f(t) is a coordinate external to

the system. The response in system coordinate B̂ =
B̂† is then characterized by the retarded susceptibility
χBA(t− t′),

〈δB̂(t)〉 = 〈B̂(t)〉 − 〈B̂〉0 =

∫ ∞
−∞

dt′ χBA(t− t′)f(t′),

(A1)
where 〈·〉0 denotes the expectation value in absence of
the external perturbation. The retarded susceptibility is
given by the Kubo formula [72],

χBA(t− t′) = − i
~
θ(t− t′)〈 [B̂0(t− t′), Â] 〉0, (A2)

where θ(t − t′) is the step function and the time-
dependence is described in the interaction picture,

B̂0(t) = eiĤ0t/~B̂ e−iĤ0t/~. Fourier-Laplace transform-
ing the Kubo formula (A2) defines the generalized sus-

ceptibility, χBA(ω), where Â and B̂ are allowed to be
non-Hermitian. For a definition of the Fourier-Laplace
transform and notation in general, the reader is referred
to [22]. The aim of Appendix A is to show how symmetry
relations can be derived for the generalized susceptibility
based on the symmetries of Ĥ0, including also instances
where a given symmetry is spontaneously broken in ther-
mal equilibrium.



13

1. Non-causal response functions and complex
conjugation

Before investigating the symmetries of Ĥ0, it is worth
noting that the retarded susceptibility is directly related
to the non-causal response function [73],

KBA(t) = − i
~
〈 [B̂0(t), Â] 〉0, (A3)

with χBA(t−t′) = θ(t−t′)KBA(t−t′). This is significant
because the non-causal response function can be written
in terms of correlation functions CBA(t) = 〈B̂0(t)Â〉0 −
〈B̂〉0〈Â〉0, with KBA(t) = −i/~ (CBA(t)− CAB(−t)).
This equivalence between system correlations and the
susceptibility leads to the famous fluctuation-dissipation
theorem [74–76] and entails the following symmetry rela-
tion for the non-causal response function:

KBA(−t) = −KAB(t). (A4)

Furthermore, complex conjugating the non-causal re-
sponse function (A3), leads to [73]

K∗BA(t) = KB†A†(t), (A5)

meaning that the generalized susceptibility follows the
symmetry relation:

χ∗BA(ω) = χB†A†(−ω). (A6)

2. Time-reversal symmetry and Onsager’s relation

In the absence of external magnetic fields one may
characterize the electronic structure of a given mate-
rial in terms of a Hamiltonian, which is invariant under
time-reversal symmetry, [Ĥ0, T̂ ] = 0. However, such a
Hamiltonian may still permit ground states, |α0〉, with
spontaneously broken time-reversal symmetry, meaning
that T̂ |α0〉 represents another ground state of the system.

One such example is ferromagnets, where T̂ reverses the
sign of the magnetization m(r)→ −m(r). Even though
several degenerate ground states exit, the system might
be in thermal equilibrium around a single one of them
at low temperatures, T ' 0, meaning that the probabil-
ity of observing any other ground state vanishes on all
relevant time-scales. As a result, the generalized suscep-
tibility at zero temperature is given with reference to a
specific ground state in cases of degeneracy:

KBA(α0, t) = − i
~
〈α0| [B̂0(t), Â] |α0〉, (A7)

with χBA(α0, t− t′) = θ(t− t′)KBA(α0, t− t′).
Before proceeding, it should be noted that T̂ is an anti-

unitary operator. In the notation used here, it acts only
to the right and for a given ket state T̂ |u〉 = |T̂ u〉, the

corresponding bra is written 〈T̂ u|. Anti-unitary opera-

tors are anti-linear, T̂ (c1|u〉 + c2|v〉) = c∗1|T̂ u〉 + c∗2|T̂ v〉,

and preserves the norm of the states on which they act,
such that 〈T̂ u|T̂ v〉 = 〈u|v〉∗ [77].

For an arbitrary operator Â, the time-reversed opera-
tor ÂT is defined ÂT ≡ T̂ ÂT̂−1. Furthermore, using that
[Ĥ0, T̂ ] = 0,

T̂ B̂0(t)T̂−1 = T̂ eiĤ0t/~B̂T̂−1T̂ e−iĤ0t/~T̂−1

= e−iĤ0t/~T̂ B̂T̂−1eiĤ0t/~ = B̂T0 (−t). (A8)

Using the symmetry relation (A5), one may then write:

KB†A†(α0, t) =
i

~
〈T̂α0| T̂ [B̂0(t), Â] |α0〉

=
i

~
〈T̂α0|

[
T̂ B̂0(t)T̂−1T̂ ÂT̂−1

− T̂ ÂT̂−1T̂ B̂0(t)T̂−1
]
T̂ |α0〉

=
i

~
〈T̂α0| [B̂T0 (−t), ÂT ] |T̂α0〉

= −KBTAT (T̂α0,−t) = KATBT (T̂α0, t).
(A9)

where the symmetry relation (A4) was used in the last
step. Fourier-Laplace transforming Equation (A9) yields
the following relation for the generalized susceptibility:

χB†A†(α0, ω) = χATBT (T̂α0, ω). (A10)

This relation generalizes Onsager’s relation for correla-
tion functions in statistical mechanics [78–80], why it is
often referred to simply as the Onsager relation. It de-
fines a reciprocal relation between the generalized sus-
ceptibility in a given set of coordinates and their time-
reversed equivalents.

To concretise the kinds of symmetries implied by the
Onsager relation, the four-component susceptibility ten-
sor is considered. The tensor defines the linear response
of an electronic system to an external electromagnetic
field (neglecting orbital current contributions) and is
given in terms of the four-component density variables

n̂µ(r) =
∑
s,s′

σµss′ ψ̂
†
s(r)ψ̂s′(r), (A11)

where µ ∈ {0, x, y, z} and σµss′ yields the Pauli matrices
augmented by the 2 × 2 identity matrix for µ = 0 (re-
fer e.g. to [22] for more details). The four-component
density is hermitian and transforms as even/odd vari-

ables under time-reversal, T̂ n̂µ(r)T̂−1 = εµT n̂
µ(r), where

εµT = 1 for µ = 0 and εµT = −1 for µ ∈ {x, y, z}. With
this, the Onsager relation can be written in the more
familiar form [72, 81, 82]:

χµν(α0, r, r
′, ω) = ενT ε

µ
T χ

νµ(T̂α0, r
′, r, ω). (A12)

For a non-magnetic system with a ground state that is
invariant under time-reversal, the Onsager relation (A12)
implies that e.g. the dielectric susceptibility is symmetric
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in real-space, χ00(r, r′, ω) = χ00(r′, r, ω), meaning that
an external scalar potential in r′ induces the same elec-
tron density fluctuations at position r, as a potential at
r induces in r′. This is a non-trivial statement, which
gets even less trivial in cases where time-reversal sym-
metry is broken in the ground state. Take for example a
ferromagnet of magnetization m(r). In this case, the On-
sager relation (A12) implies that a magnetic field along
the y-direction at r′ induces similar fluctuations in the
magnetization in the x-direction at r, as a magnetic field
along the x-direction at r induces in the y-magnetization
at r′ for the ground state with opposite magnetization
−m(r): χxy(α0, r, r

′, ω) = χyx(T̂α0, r
′, r, ω).

3. The generalized Onsager relation

Although the Onsager relation (A10) relies on one of
the most fundamental symmetries in physics, that is,
time-reversal symmetry, the derivation is quite general
and can be extended to any symmetry of the system.

Theorem. For any unitary or anti-unitary operator Û
with inverse Û−1 that commutes with the system Hamil-
tonian, [Ĥ0, Û ] = 0, the generalized susceptibility is sub-
ject to one of the following Onsager relations:

χBA(α0, ω) = χBUAU (Ûα0, ω), if Û is unitary,
(A13a)

χB†A†(α0, ω) = χAUBU (Ûα0, ω), if Û is anti-unitary,
(A13b)

where ÂU ≡ Û ÂÛ−1.
Proof. The proof for anti-unitary operators was al-

ready given in the preceding section, exemplified using
the time-reversal operator T̂ . For a unitary operator Û ,
that commutes with the system Hamiltonian:

Û B̂0(t)Û−1 = ÛeiĤ0t/~B̂Û−1Ûe−iĤ0t/~Û−1

= eiĤ0t/~Û B̂Û−1e−iĤ0t/~ = B̂U0 (t), (A14)

and so:

KBA(α0, t) = − i
~
〈Ûα0| Û [B̂0(t), Â] |α0〉

= − i
~
〈Ûα0|

[
Û B̂0(t)Û−1Û ÂÛ−1

− Û ÂÛ−1Û B̂0(t)Û−1
]
Û |α0〉

= − i
~
〈Ûα0| [B̂U0 (t), ÂU ] |Ûα0〉

= KBUAU (Ûα0, t). (A15)

Fourier-Laplace transforming the relation (A15) then
yields the generalized Onsager relation (A13a).

4. Onsager relations for non-relativistic systems

For systems with spontaneously broken time-reversal
symmetry, it is in general hard to make good use of the

Onsager relation (A10), as it relates the susceptibility
of two different ground states. For non-relativistic sys-
tem in absence of external magnetic fields however, the
situation simplifies. Take as an example the electronic
Hamiltonian:

Ĥ0 = T̂kin + V̂ + Ûee, (A16)

where T̂kin is the kinetic energy operator, V̂ is the in-
teraction with the electrostatic potential (set up by the

atomic nuclei) and Ûee is the electron-electron Coulomb
interaction. In the non-relativistic limit, this Hamilto-
nian commutes with the complex conjugation operator,
[Ĥ0, K̂] = 0, meaning that the generalized susceptibility
is subject to the Onsager relation:

χB†A†(α0, ω) = χAKBK (K̂α0, ω). (A17)

Assuming that the only ground state degeneracy arises
from the rotational symmetry of the spinor degrees of
freedom, complex conjugation of a collinear magnetic
ground state must map the state onto itself, K̂|α0〉 →
|α0〉, such that the non-relativistic Onsager relation
(A17) describes symmetries of a single generalized sus-
ceptibility.

For the four-component susceptibility tensor, one
may use that the electronic creation/annihilation
operators are invariant under complex conjugation,

K̂ψ̂†s(r)ψ̂s′(r)K̂−1 = ψ̂†s(r)ψ̂s′(r) [83], such that for
collinear materials,

χµν(r, r′, ω) = ενKε
µ
K χ

νµ(r′, r, ω), (A18)

where εµK = −1 for µ = y and εµK = 1 for µ ∈ {0, x, z}.
For the transverse magnetic susceptibility, the Onsager
relation (A17) yields

χ+−(r, r′, ω) = χ+−(r′, r, ω) (A19)

for collinear ground states |α0〉. This implies that
magnon quasi-particles are reciprocal in the non-
relativistic limit,

χ+−
GG′(q, ω) = χ+−

−G′−G(−q, ω), (A20)

that is, the spectrum of transverse magnetic excitations
is identical for Q = ±(G + q) in reciprocal space. Thus,
for ferromagnets and antiferromagnets, a nonreciprocal
magnon dispersion is strictly a relativistic effect. In-
deed, it has been demonstrated that spin-orbit effects
can lead to nonreciprocal magnon dispersions via the the
Dzyaloshinskii-Moriya interaction [84–87].

5. Onsager relations for PT -symmetric systems

For centrosymmetric antiferromagnets in absence of
external magnetic fields, the system Hamiltonian is in-
variant both under time-reversal, [Ĥ0, T̂ ] = 0, and parity

inversion [Ĥ0, P̂ ] = 0. In the antiferromagnetic ground
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state, both symmetries can be spontaneously broken at
the same time, meaning that both P̂ and T̂ maps the
ground state |α0〉 into a different ground state. However,
application of both operators may still map the ground
state onto itself, P̂ T̂ |α0〉 → |α0〉. As an example, one can
think of the Néel state on a 1D chain of magnetic sites
with an inversion center between two magnetic sites: Suc-
cessive applications of parity inversion and time-reversal
maps the antiferromagnetic ground state into a similar
state with all local magnetic moments reversed, mean-
ing that P̂ T̂ maps the ground state onto itself. As P̂
is a unitary operator, P̂ T̂ is anti-unitary, and for ground
states invariant under applications of P̂ T̂ , the generalized
susceptibility is thus subject to the Onsager relation:

χB†A†(ω) = χAPTBPT (ω). (A21)

For the four-component susceptibility tensor, the four-
component density transforms as

P̂ T̂ n̂µ(r)T̂−1P̂−1 = εµT n̂
µ(−r), (A22)

and with this, one obtains the following Onsager relation
for ground states invariant under applications of P̂ T̂ :

χµν(r, r′, ω) = ενT ε
µ
T χ

νµ(−r′,−r, ω). (A23)

Similarly, the transverse magnetic susceptibility is sub-
ject to the following Onsager relation,

χ+−(r, r′, ω) = χ−+(−r′,−r, ω), (A24)

meaning that the spectrum of spin-raising and spin-
lowering excitations are related by a simple exchange of
local field components in reciprocal space:

χ+−
GG′(q, ω) = χ−+

G′G(q, ω). (A25)
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CHAPTER 7
Theory: Exchange and

correlation - a deeper look
As has been illustrated in the preceding results chapters, the most fundamental obsta-
cle for the applicability of theoretical magnon spectroscopy is the lack of consistent
exchange-correlation functionals and kernels that improve the accuracy of LR-TDDFT
beyond the ALDA. For ferromagnetic Ni, neither the inclusion of gradient or Hubbard
corrections improve the overall accuracy, and whereas a scaled ALDA kernel on top of
a Hubbard corrected ground state did improve the description of dynamic correlation
effects in ferromagnetic MnBi, it did not consistently improve the magnon dispersion
in antiferromagnetic Cr2O3.

Thus, within the field of theoretical magnon spectroscopy alone, one can find plenty
of motivation to look for new ways of developing consistent approximations beyond the
ALDA. In chapter 8, we will present a new class of exchange-correlation functionals,
developed with the specific purpose of approaching an accurate description of the
dynamic homogeneous electron gas. We hope, that this new class of functionals can be
of general use for the electronic structure community, but also for the field of theoretical
magnon spectroscopy in particular. In order to put the functional development into
context, this chapter will serve as a theoretical background.

7.1 The exchange-correlation hole
Thanks to the Hohenberg-Kohn theorems, the ground state electronic structure prob-
lem may be formulated as the constrained minimization of the energy functional E[n],
see Equation (2.5). The difficulty arises in coming up with appropriate approxima-
tions for energy contributions, to which many-body correlations are important. At
first glance, the apparent success of such approximations is itself surprising, since the
electron density, n(r), is a continuous variable without reference to the individual elec-
trons. However, a closer inspection of the energy functional E[n] reveals, that it can
easily be rewritten in terms of the one-body and two-body density matrices [53, 74],

ρ1(r, r′) =
∑
s

⟨ψ0|ψ̂†
s(r)ψ̂s(r′)|ψ0⟩, (7.1)

ρ2(r, r′) =
∑
s,s′

⟨ψ0|ψ̂†
s(r)ψ̂†

s′(r′)ψ̂s′(r′)ψ̂s(r)|ψ0⟩, (7.2)
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where |ψ0⟩ is the many-body ground state, which is a unique functional of the ground
state electron density, and ρ1(r, r) = n(r). In particular, the kinetic energy and
Coulomb repulsion functionals are given by:

T [n] = ⟨ψ0|
∑
s

∫
dr ψ̂†

s(r)
(

−h̄2∇2
r

2m

)
ψ̂s(r)|ψ0⟩

=
∫∫

drdr′ δ(r − r′)
(

−h̄2∇2
r

2m

)
ρ1(r′, r), (7.3)

and

U [n] = ⟨ψ0|1
2
∑
s,s′

∫∫
drdr′ ψ̂†

s(r)ψ̂†
s′(r′)vc(r − r′)ψ̂s′(r′)ψ̂s(r)|ψ0⟩

= 1
2

∫∫
drdr′ vc(r − r′)ρ2(r, r′). (7.4)

Thus, the exact energy functional can readily be evaluated based on the continuous
correlations embodied in the density matrices, without the need of an explicit notion
of the individual electron degrees of freedom.

From Equation (7.4), it is clear that the Hartree energy, defined in Equation (2.9),
corresponds to the Coulomb repulsion in an uncorrelated continuous system, where
ρ2(r, r′) → n(r)n(r′). Thus, the exchange-correlation functional has to account for the
correlation effects

U [n] − EH[n] = 1
2

∫∫
drdr′ vc(r − r′) [ρ2(r, r′) − n(r)n(r′)] (7.5)

= 1
2

∫∫
drdr′ n(r)vc(r − r′)n(r′) [g(r, r′) − 1] , (7.6)

which are embodied by the pair correlation function g(r, r′):

ρ2(r, r′) = n(r)n(r′)g(r, r′). (7.7)

Expressed reversely, the correlation related contributions to the Coulomb repulsion
may be written in terms of the so-called exchange-correlation hole density nxc(r, r′) =
n(r′)[g(r, r′) − 1]:

U [n] − EH[n] = 1
2

∫∫
drdr′ n(r)vc(r − r′)nxc(r, r′). (7.8)

The xc hole density is then responsible for cancelling the self-interaction error of the
Hartree energy, which arises because an electron at position r is repulsed by the entire
electron density n(r), including contributions from the electron itself. Thus, in the xc
contribution (7.8), an electron at position r should be repulsed by an effective electron
density nxc(r, r′) that corresponds to a single electron hole:∫

dr′ nxc(r, r′) = −1. (7.9)

In this way, nxc(r, r′) describes the electron depletion around an electron at position
r, i.e. the reduced probability of finding another electron at a position r′ close by.
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7.2 Electron density fluctuations and the
exchange-correlation hole

As the exchange-correlation hole provides an effective description of the many-body
correlations of the electronic system, it is directly related to its fundamental fluctua-
tions. By the virtue of the fluctuation-dissipation theorem, this implies that the xc
hole is related also to the dynamic susceptibility of the electronic system.

Using the anti-commutation rules for the fermionic creation/annihilation operators,
the two-body density matrix (7.2) can be rewritten in terms of the electron density
operator [66, 75, 76]:

ρ2(r, r′) =
∑
s,s′

⟨ψ0|ψ̂†
s(r)

(
ψ̂s(r)ψ̂†

s′(r′) − δs,s′δ(r − r′)
)
ψ̂s′(r′)|ψ0⟩

= ⟨ψ0|n̂(r)n̂(r′)|ψ0⟩ − δ(r − r′)n(r). (7.10)

In turn, the exchange-correlation contribution to the Coulomb repulsion is written in
terms of the electron density fluctuation operator δn̂(r) = n̂(r) − n(r),

n(r)nxc(r, r′) = ρ2(r, r′) − n(r)n(r′) = ⟨ψ0|δn̂(r)δn̂(r′)|ψ0⟩ − δ(r − r′)n(r), (7.11)

where it is used that ⟨ψ0|δn̂(r)|ψ0⟩ = 0. Ultimately, the two-body density fluctua-
tions ⟨ψ0|δn̂(r)δn̂(r′)|ψ0⟩ are directly related to the density-density correlation func-
tion C(r, r′, t) = ⟨n̂0(r, t)n̂(r′)⟩0 −n(r)n(r′), which at zero temperature is given by the
frequency representation

C(r, r′, ω) = 2πh̄
∑
ψi ̸=ψ0

⟨ψ0|n̂(r)|ψi⟩⟨ψi|n̂(r′)|ψ0⟩ δ
(
h̄ω − (Ei − E0)

)
, (7.12)

see Equation (1.18). Assuming that there is zero overlap, ⟨ψi|n̂(r)|ψ0⟩ = 0, for any
degenerate eigenstate Ĥ0|ψi⟩ = Ei|ψi⟩ to the ground state |ψ0⟩, then C(r, r′, ω) = 0
for ω ≤ 0 and:

⟨ψ0|δn̂(r)δn̂(r′)|ψ0⟩ = 1
2πh̄

∫ ∞

0
dh̄ω C(r, r′, ω)

= − h̄

π

∫ ∞

0
dω χ′′(r, r′, ω), (7.13)

where the fluctuation-dissipation theorem (1.16) was used in the last equality. Thus,
the exchange-correlation hole density is formally given by the electron density n(r)
and the dissipative part of the dielectric susceptibility χ(r, r′, ω) (the 00 component
of the four-component susceptibility tensor). Although illuminating, χ still remains
an unknown functional of the electron density. However, as will be described in the
following sections, Equation (7.13) offers important insights into the requirements for
fulfilling the normalization condition (7.9) and it provides an essential ingredient in
the adiabatic connection fluctuation-dissipation (ACFD) framework that follows.
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7.2.1 Charge conservation and xc hole normalization
The exchange-correlation hole normalization condition (7.9) is naturally connected to
the charge conservation (electron number conservation) of the system. In terms of the
system’s linear response, one might consider a harmonic perturbation on the form

Ĥext(t) =
∫
dr n̂(r)Vext(r) cos(ω0t). (7.14)

Applying the convolution theorem to the linear response relation (1.25), the induced
electron density fluctuations are then given by:

⟨δn̂(r, t)⟩ =
∫
dr′ Re

[
χ(r, r′, ω0)e−iω0t

]
Vext(r′). (7.15)

Now, the considered external perturbation can only redistribute the electrons, not add
or remove them from the system. Thus, in order to uphold charge conservation in the
linear response, one has to require that:∫

dr ⟨δn̂(r, t)⟩ = 0 for any time t. (7.16)

Thanks to the relation (7.15), charge is therefore only conserved for any general external
potential Vext(r) and frequency ω0, if the dielectric susceptibility satisfies:∫

drχ(r, r′, ω) = 0 for any r′ and ω. (7.17)

Furthermore, for a collinear system in the nonrelativistic limit, the dielectric response
is reciprocal [C],

χ(r, r′, ω) = χ(r′, r, ω), (7.18)
meaning that the charge conservation requirement (7.17) carries over to the dissipative
part of the susceptibility:∫

drχ′′(r, r′, ω) =
∫
dr′ χ′′(r, r′, ω) = 0. (7.19)

Thus, in order for the xc hole to be normalized, it is sufficient to require that the
underlying dielectric susceptibility respects charge conservation,∫

dr′n(r)nxc(r, r′) =
∫
dr′[⟨ψ0|δn̂(r)δn̂(r′)|ψ0⟩ − δ(r − r′)n(r)

]
=
∫
dr′
[
− h̄

π

∫ ∞

0
dω χ′′(r, r′, ω) − δ(r − r′)n(r)

]
= −n(r),

(7.20)

where Equations (7.11) and (7.13) were used for the first two equalities. That charge
conservation is a sufficient requirement for xc hole normalization is of course only
natural, since nxc(r, r′) represents the depletion charge from the fixation of a single
electron. A more general argument for the relation between charge conservation and
xc hole normalization based on the imaginary frequency dielectric susceptibility can be
found in Reference [75].



7.3 Adiabatic connection and the ACFD framework 107

7.3 Adiabatic connection and the ACFD framework
In the Kohn-Sham construction, one considers the auxiliary system of noninteracting
electrons which shares its ground state density with the fully interacting system Ĥ0.
This construction may be generalized to an auxiliary system of interacting electrons,
but where the electron-electron interaction has been scaled by a factor λ ∈ [0, 1]:

Ĥλ
KS = T̂ + V̂ λs + λÛ. (7.21)

The effective potential V̂ λs is then defined such that ⟨ψ|Ĥλ
KS|ψ⟩ is minimal using |ψ⟩ =

|ψλ0 ⟩ with ⟨ψλ0 |n̂(r)|ψλ0 ⟩ = n(r). In the limit λ = 0, the usual Kohn-Sham system
is recovered, to which the ground state is a single Slater determinant |ϕ0⟩, and for
λ = 1, one obtains the fully interacting system. This construction, which is called
the adiabatic connection, may seem somewhat arbitrary, but thanks to the Hellmann-
Feynmann theorem, one can use it to write the Hartree-exchange-correlation energy as
a coupling-constant average over the Coulomb repulsion (see e.g. [66] and the references
therein):

EHxc[n] = ⟨ψ0|T̂ + Û |ψ0⟩ − ⟨ϕ0|T̂ |ϕ0⟩

=
∫ 1

0
dλ

d

dλ
⟨ψλ0 |T̂ + λÛ |ψλ0 ⟩

=
∫ 1

0
dλ ⟨ψλ0 |Û |ψλ0 ⟩. (7.22)

Using equations (7.4), (7.10) and (7.13), one may therefore in turn write the Hxc
energy in terms of the coupling-constant averaged dissipative part of the dielectric
susceptibility [76–78],

EHxc[n] = 1
2

∫∫
drdr′ vc(r − r′)

∫ 1

0
dλ ρλ2 (r, r′), (7.23)

where

ρλ2 (r, r′) = ⟨ψλ0 |[n(r) + δn̂(r)][n(r′) + δn̂(r′)]|ψλ0 ⟩ − δ(r − r′)n(r)

= n(r)n(r′) − h̄

π

∫ ∞

0
dω χ′′

λ(r, r′, ω) − δ(r − r′)n(r), (7.24)

and it was used that ⟨ψλ0 |δn̂(r)|ψλ0 ⟩ = 0. The first term in Equation (7.24) yields the
Hartree energy functional, meaning that the xc energy functional within the adiabatic
connection fluctuation-dissipation framework is given by

Exc[n] = 1
2

∫∫
drdr′n(r)vc(r − r′)n(r′) [ḡ(r, r′) − 1] (7.25)

= 1
2

∫∫
drdr′n(r)vc(r − r′)n̄xc(r, r′), (7.26)
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where ḡ(r, r′) is the coupling-constant averaged pair distribution function and the
coupling-constant averaged exchange-correlation hole density is given by:

n̄xc(r, r′) = − h̄

π

1
n(r)

∫ 1

0
dλ

∫ ∞

0
dω χ′′

λ(r, r′, ω) − δ(r − r′). (7.27)

With this definition, it is clear that also n̄xc(r, r′) is normalized according to Equation
(7.9), provided that χλ(r, r′, ω) respects charge conservation for all λ ∈ [0, 1], in full
analogy with the discussion of Section 7.2.1 [75]. For more details on the coupling-
constant averaged exchange-correlation hole, the reader is referred to relevant literature,
such as [79].

7.3.1 LDA in the ACFD framework
In the ACFD framework, the local density approximation corresponds to the replace-
ment of n̄xc[n](r, r′) in Equation (7.26) with the xc hole density of an homogeneous
electron gas of density n(r),

n̄LDA
xc [n](r, r′) = n̄HEG

xc
(
r − r′, n(r)

)
= n(r)ḡHEG(r − r′, n(r)

)
− n(r), (7.28)

where ḡHEG(r, n) is the coupling-constant averaged pair distribution function of an
HEG of density n. The exchange-correlation energy per electron, that enters the LDA
definition (2.30), is then given by:

ϵxc(n) = 1
2

∫
dr′vc(r − r′)n̄HEG

xc (r − r′, n). (7.29)

In this formulation, it becomes clear, that the LDA not only is exact in the homoge-
neous electron gas limit, but it also inherits an exact xc hole normalization (7.9) for a
general nonuniform density n(r), thanks to the exactness of the used HEG xc hole. At
least some of the success of the LDA can be attributed this remarkable feature.

7.3.2 The weighted density approximation
Whereas the LDA completely neglects the nonlocality of the exchange-correlation func-
tional, i.e. by substituting n(r′) [ḡ(r, r′) − 1] → n(r)[ḡHEG(r−r′, n(r))−1] in Equation
(7.25), the weighted density approximation (WDA) is designed to retain the nonlocal-
ity of the functional form. In the WDA, only ḡ(r, r′) is replaced, and with some model
distribution function ḡeff(r − r′, n̄(r)) which depends locally on the so-called weighted
density n̄(r) [80]. The weighted density is then determined, such that the WDA xc
hole density,

n̄WDA
xc [n](r, r′) = n(r′)ḡeff(r − r′, n̄(r)

)
− n(r′), (7.30)

is normalized according to Equation (7.9). Although more of the nonlocal information
is retained compared to the LDA, the WDA functional is also substantially more ex-
pensive to compute, because the weighted density is a nonlocal property of the system
that has to be evaluated as a function of position r.
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7.4 Exchange and correlation
So far, the distinction between exchange and correlation has not been discussed. Ex-
change is generally defined as the correlation effects induced solely from the anti-
symmetry of the many-particle electron wave function, that is, the correlation that
arises from Pauli’s exclusion principle alone, without correlations induced by the ac-
tual electron-electron repulsion [81]. The concrete implications of this, rather vague,
definition is somewhat context dependent.

7.4.1 Hartree-Fock exchange
In Hartree-Fock theory, see e.g. [82], the energy functional ⟨T̂ + V̂ + Û⟩ is minimized
assuming that the ground state can be written as a single Slater determinant. Using
such an ansatz, only the effects of Hartree and exchange are included, and the Hartree-
Fock exchange functional may be defined as the correlation effects captured by inserting
ρKS

2 (r, r′) instead of ρ2(r, r′) in Equation (7.4). Of course, ρKS
2 (r, r′) = ρKS

2 [n](r, r′)
is still some complicated functional of the ground state electron density n(r), but
because the Kohn-Sham system is noninteracting and its ground state, |ϕ0⟩, is a single
Slater determinant, the two-body density matrix of the Kohn-Sham system is readily
expanded into the single-particle Kohn-Sham eigenstates:

ρKS
2 (r, r′) =

∑
s,s′

⟨ϕ0|

(∑
n1

ψ∗
n1s(r)ĉ†

n1s

)(∑
m1

ψ∗
m1s′(r′)ĉ†

m1s′

)

×

(∑
m2

ψm2s′(r′)ĉm2s′

)(∑
n2

ψn2s(r)ĉn2s

)
|ϕ0⟩

=

(∑
s

∑
n

fns |ψns(r)|2
)(∑

s′

∑
m

fms′ |ψms′(r′)|2
)

−
∑
s

∑
n,m

fnsfmsψ
∗
ns(r)ψ∗

ms(r′)ψns(r′)ψms(r). (7.31)

The first term yields the Hartree energy functional, and upon insertion into Equation
(7.4), the Hartree-Fock (HF) exchange functional is obtained:

EHF
x [n] = −1

2
∑
s

∑
n,m

fnsfms

∫∫
drdr′ ψ∗

ns(r)ψ∗
ms(r′)vc(r − r′)ψns(r′)ψms(r). (7.32)

In this formulation, it is clear that the orbital self-interaction of the Hartree energy,

1
2
∑
s

∑
n

f2
ns

∫∫
drdr′ |ψns(r)|2 vc(r − r′) |ψns(r′)|2 , (7.33)

is cancelled exactly by the (n,m) diagonal of the exchange energy, which is also called
the self-exchange. In nominal values, the self-exchange energy is generally larger than
the remaining inter-electronic exchange, which in turn is larger than the correlation
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energy. However, a great deal of the nominal energy contributions are due to the tightly
bound core electrons of the heavier elements, and in order to obtain an appropriate
description of valence electron physics, the correlation contribution is essential [83].

Whereas the exact HF exchange cancels the self-interaction completely, semi-local
approximations, such as the LSDA, do not generally do so. One way to compensate for
the self-interaction error in semi-local functionals is to mix in a fraction of HF exchange,
resulting in the hybrid class of functionals [84], with examples such as the B3LYP
functional [85]. However, the mixing parameter between the semi-local exchange and
the HF exchange is not a uniquely defined quantity, and in addition, the HF exchange
is computationally very demanding to evaluate. For this reason, there is plenty of
room for the development of new functionals, that are either more consistent or have
similar/improved performance, but at a lower computational cost than the hybrid
functionals.

7.4.2 The exchange hole
The HF exchange energy (7.32), can easily be rewritten in terms of the spin-specific
one-body density matrix [74],

ρKS
s (r, r′) = ⟨ϕ0|ψ̂†

s(r)ψ̂s(r′)|ϕ0⟩ =
∑
n

fnsψ
∗
ns(r)ψns(r′). (7.34)

such that:
EHF

x [n] = −1
2
∑
s

∫∫
drdr′ ρKS

s (r, r′)vc(r − r′)ρKS
s (r′, r). (7.35)

Comparison with (7.6) and (7.8) then implies that the exchange hole density is given
by [83, 86]:

nx(r, r′) = −
∑
s

ρKS
s (r, r′)ρKS

s (r′, r)
n(r)

= −
∑
s

∣∣ρKS
s (r, r′)

∣∣2
n(r)

, (7.36)

and that the exchange depletion, or exchange hole, may be defined as the exchange
contribution to the pair correlation function [74]:

gx(r, r′) = 1 −
∑
s

∣∣ρKS
s (r, r′)

∣∣2
n(r)n(r′)

. (7.37)

7.4.3 ACFD exchange and correlation
Because the exchange interaction relates to correlation effects that can be described
on the Kohn-Sham level, where the ground state is a Slater determinant, the coupling-
constant average in e.g. Equation (7.23) only targets the correlation interaction. In
particular, one may within the ACFD framework identify the exchange energy as the
correlation effects captured by the fluctuations of the Kohn-Sham system, (see Equation
(7.24)),

ρKS
2 (r, r′) = n(r)n(r′) − h̄

π

∫ ∞

0
dω χ′′

KS(r, r′, ω) − δ(r − r′)n(r), (7.38)
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such that

EACFD
x [n] = −1

2

∫∫
drdr′ vc(r − r′)

[
h̄

π

∫ ∞

0
dω χ′′

KS(r, r′, ω) + δ(r − r′)n(r)
]
. (7.39)

It should be noted, that the difference between the HF and the ACFD exchange is a
subtle one, finite only for systems with fractional occupations [87]. With the ACFD
exchange defined, the correlation energy functional can be identified as the correlation
effects induced by the electron-electron interaction, that is, the interaction associated
with the difference in density-density fluctuations between the many-body system and
the noninteracting Kohn-Sham system:

EACFD
c [n] = EHxc[n] − EHx[n] = 1

2

∫∫
drdr′ vc(r − r′)

∫ 1

0
dλ
[
ρλ2 (r, r′) − ρKS

2 (r, r′)
]

= − h̄

2π

∫∫
drdr′ vc(r − r′)

∫ 1

0
dλ

∫ ∞

0
dω [χ′′

λ(r, r′, ω) − χ′′
KS(r, r′, ω)] .

(7.40)

Thus, within the ACFD framework, the total energy functional, E[n], may be evaluated
on the basis of the dielectric susceptibility of the Kohn-Sham system along with the
coupling-constant averaged many-body susceptibility, which can be computed from the
Dyson equation (3.28). For a spin-paired system in particular, one is left with a single
Dyson equation to solve [36],

χλ(r, r′, ω) = χKS(r, r′, ω) +
∫∫

dr1dr2 χKS(r, r1, ω)Kλ
Hxc(r1, r2, ω)χλ(r2, r′, ω),

(7.41)
where the interaction scaled kernel is given by [40, 88, 89]

Kλ
Hxc(r1, r2, ω) = λvc(r − r′) +Kλ

xc(r1, r2, ω), (7.42)

with
Kλ

xc(r1, r2, ω) = λ2Kxc[nλ](λr, λr′, ω/λ2) (7.43)
where nλ(r, t) = n(r/λ, t/λ2)/λ3. Lastly, it is worth noting that the frequency integra-
tion in Equation (7.40) usually is performed along the imaginary frequency axis, where
the susceptibility is smooth, instead of the real one. For more details, the reader is
referred to literature such as [66] or [75].

7.4.4 The ACFD exchange and correlation holes
Once the exchange and correlation contributions have been separated in the ACFD
framework, also the exchange and correlation holes may be understood as separate
entities. The exchange hole describes the electron depletion of the Kohn-Sham system,
i.e. the correlation due to the anti-symmetry of the Kohn-Sham wave function,

Ex[n] = 1
2

∫∫
drdr′n(r)vc(r − r′)n(r′) [gx(r, r′) − 1] (7.44)

= 1
2

∫∫
drdr′n(r)vc(r − r′)nx(r, r′), (7.45)
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where comparison with Equation (7.39) yields the exchange hole density:

nx(r, r′) = − h̄

π

1
n(r)

∫ ∞

0
dω χ′′

KS(r, r′, ω) − δ(r − r′). (7.46)

In full analogy with Equations (7.20) and (7.27), the exchange hole is itself normalized
according to (7.9), given that the Kohn-Sham susceptibility respects charge conserva-
tion. This is essentially a reflection of the fact, that the exchange interaction identically
cancels the Hartree self-interaction.

In a similar fashion, the correlation energy functional may be written in terms of the
coupling-constant averaged correlation hole:

Ec[n] = 1
2

∫∫
drdr′n(r)vc(r − r′)n(r′)ḡc(r, r′) (7.47)

= 1
2

∫∫
drdr′n(r)vc(r − r′)n̄c(r, r′), (7.48)

where
n̄c(r, r′) = − h̄

π

1
n(r)

∫ 1

0
dλ

∫ ∞

0
dω [χ′′

λ(r, r′, ω) − χ′′
KS(r, r′, ω)] , (7.49)

meaning that the coupling-constant averaged correlation hole essentially is charge neu-
tral,

∫
dr′ n̄c(r, r′) = 0, given that also χλ(r, r′, ω) respects charge conservation.

7.5 Correlation hole of the homogeneous electron gas
For the homogeneous electron gas, the noninteracting susceptibility of the Kohn-Sham
system has a well-known analytical functional form, known as the Lindhard function
[90]. Thus, one may use the correlation energy, or the correlation hole, of the HEG as
an exact limit to compare a given approximation for the exchange-correlation kernel
to. For the HEG, the Dyson equation (7.41) becomes a scalar one in reciprocal space,
which can be trivially inverted, yielding

χλ(q, ω) = χ0(q, ω)
1 − χ0(q, ω) [λvc(q) +Kλ

xc(q, ω)]
, (7.50)

where χ0(q, ω) denotes the Lindhard function for an HEG of density n. Thus, in
reciprocal space, the correlation energy per electron can then be written on a simple
closed form in terms of the Lindhard function at imaginary frequencies u [40]:

ϵc(n) = − h̄

π2n

∫ ∞

0

q2

4π
dq vc(q)

∫ 1

0
dλ

∫ ∞

0
du

[χ0(q, iu)]2Kλ
Hxc(q, iu)

1 − χ0(q, iu)Kλ
Hxc(q, iu)

. (7.51)

Similarly, a simple expression for the coupling-constant averaged correlation hole is
obtained,

ḡc(q) = − h̄

πn2

∫ 1

0
dλ

∫ ∞

0
du

[χ0(q, iu)]2Kλ
Hxc(q, iu)

1 − χ0(q, iu)Kλ
Hxc(q, iu)

, (7.52)



7.5 Correlation hole of the homogeneous electron gas 113

where the only unknown ingredient is the exchange-correlation kernel. Given an ap-
proximation of Kλ

xc(q, ω), one can then compare the resulting correlation hole (7.52)
to the exact one, for which an accurate analytical functional form is known [91]. For
additional details on Fourier transform definitions and derivations for the HEG, the
reader is referred to Appendices A.1 and A.2.

7.5.1 HEG correlation hole in the RPA and ALDA
In the ALDA, the Hartree-exchange-correlation kernel is independent of the frequency
ω and in the HEG limit, the static kernel also becomes a simple function of the electron
density n and the wave number q,

fALDA
Hxc (n, q) = vc(q) + fLDA

xc (n), (7.53)

where the Coulomb kernel only depends on the wave number q and the LDA kernel,
see Equation (3.34), depends only on the density n. In Figure 7.1, we show the HEG
coupling-constant averaged correlation hole (7.52), calculated within the RPA (ne-
glecting Kxc completely), the ALDA and ALDAx (including only the LDA exchange
contribution to fxc). The HEG correlation hole is presented as a function of the wave
number q in units of the Fermi wave number,

kF =
(
3π2n

)1/3
, (7.54)
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Figure 7.1: Reciprocal space coupling-constant averaged correlation hole of the homogeneous
electron gas, with insets highlighting the short wavelength limit. An accurate analytical
representation of the exact correlation hole [91] is compared to holes calculated within the
RPA, ALDA and ALDAx approximations, using Equation (7.52). Each respective panel shows
the correlation hole calculated with a given electron density n = 3/(4πr3

s ).
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and shown for two different electron densities n, listed in terms of the corresponding
Wigner radius,

rs =
(

3
4πn

)1/3

. (7.55)

For all three kernels, the HEG correlation hole is well described for wave numbers q
up to the reciprocal space minimum of the exact hole. For wave numbers beyond the
minimum, the RPA underestimates the correlation hole, which also vanishes too slowly
in the short wavelength limit q → ∞. Reversely, the ALDA(x) kernels overestimates
the correlation hole for values of q where the exact hole is small or vanishing. This
means that the HEG correlation energy calculated within the RPA is underestimated
and that the ALDA(x) kernels over-correct for this fact [40].

7.5.2 The renormalized ALDA
Due to the deficiencies of the RPA and ALDA kernels in the short wavelength limit
of the homogeneous electron gas, it is not an unequivocal advantage to evaluate the
correlation energy of real materials within the ACFD framework, even though nonlo-
cality is seamlessly included through the Kohn-Sham susceptibility χKS(r, r′, ω). As an
example, both the correlation energies of the single-electron and two-electron systems
H, H2 and He as well as the atomization energies of a range of diatomic molecules are
better described with the PBE functional [92] than within the RPA or ALDA [93, 94].

One may on the basis of Figure 7.1 notice that the HEG correlation hole has a root
exactly at q = 2kF, independent of the density n, when using the ALDAx kernel. At the
same time, the exact correlation hole more or less vanishes for q > 2kF, which is region
where the ALDA(x) kernels perform poorly. For these reasons, a renormalized ALDA
kernel has been proposed [93, 94], simply truncating the ALDAx kernel in reciprocal
space for q > 2kF:

f rALDA
Hxc (n, q) = θ(2kF − q)

[
vc(q) + fLDA

x (n)
]
. (7.56)

Using this kernel in combination with HF exchange, accurate absolute correlation en-
ergies were obtained and a consistent improvement over PBE for properties ranging
from atomization energies of diatomic molecules and cohesive energies of solids to lat-
tice constants and H2 dimer dissociation was achieved [66, 93–95].

However, whereas the rALDA results are encouraging, the calculations, on which
they are based, are not completely self-consistent in the sense that, the Kohn-Sham
susceptibility entering the ACFD framework is computed on the basis of the LDA
ground state. Whereas the LDA xc potential provides a consistent starting point for the
ALDA kernel, see Equation (3.31), the reciprocal space truncation of the rALDA kernel
implies that the corresponding xc potential is strictly a nonlocal one. In the subsequent
chapter, we will investigate a new class of nonlocal exchange-correlation functionals
with the aim of producing an ALDA based kernel which is naturally truncated in
reciprocal space, in the spirit of the rALDA. It is the hope, that such a functional in
itself can improve the ground state properties in comparison with LDA, and that a
more consistent treatment of the xc potential/kernel will lead to improved accuracy
also within the ACFD framework.



CHAPTER 8
Weighted local density

approximation
The local density approximation (2.30) is not only one of the simplest approximations
to the exchange-correlation functional, it is also a common starting point for more
advanced approximations. In the traditional Jacob’s ladder of DFT, one starts at the
Hartree level of theory (earth) and approaches chemical accuracy (heaven) by climbing
the rungs of a ladder one at a time, and at each rung include more information into
the functional. LDA comprises the first rung of the ladder and forms the basis for all
further approximations in this picture. At the second rung, the local electron spin-
density gradient, |∇ns(r)|, is included in the functional, resulting in the generalized
gradient approximation (GGA) class of functionals to which e.g. PBE [92] belongs.
At the third rung, the meta-GGA functionals, also the local orbital positive kinetic
energy density, τs(r) =

∑
n fn| − ih̄∇ψns(r)|2/(2m), is included with examples such

as TPSS [96] or SCAN [97]. Further up the ladder, the functionals are no longer semi-
local. At the fourth rung, a semi-local functional is mixed with HF exchange to create
hybrid functionals [84] such as the B3LYP [85], and at the final fifth rung, the fully
nonlocal functionals, which includes the WDA [80], the functional form is completely
unrestricted.

However, when climbing Jacob’s ladder of DFT, one is not guaranteed an improved
description across all properties and materials. In fact, it has been shown that the
magnon dispersion of Fe, Ni and Co actually worsens in comparison with experiment
when including density gradients at the (adiabatic) GGA level in LR-TDDFT [31].
Similarly, it is often an insurmountable challenge to describe the electronic structure
of highly correlated electron systems at the semi-local level, where one instead has to
rely on Hubbard corrections, see Section 2.4.3, or advance to a higher level of theory.

Interestingly, as illustrated in the preceding chapter, the ACFD framework offers
an alternative view on the functional development process. Even though the LDA
ground state functional is exact in the homogeneous electron gas limit, the associated
ALDA kernel does not reproduce exactly the density fluctuations described by the
HEG correlation hole. Instead of proceeding up the ladder from the LDA to GGAs
or meta-GGAs, one may instead, based on the LDA, seek to develop functionals that
also capture the dynamic correlation effects of the HEG, that is, that improve the
description of the coupling-constant averaged correlation hole.

In the present chapter, we will therefore take inspiration in the rALDA kernel [93, 94]
and explore a new class of functionals that produce an xc kernel for the HEG, which
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is truncated in reciprocal space,

fHxc(n, q) = Θ(2kF − q)
[
vc(q) + fLDA

xc (n)
]
, (8.1)

where Θ(2kF − q) is a some smooth truncation function that resembles a step function.
As discussed in Section 7.5, such a kernel entails that the corresponding xc functional is
a fully nonlocal one. In this sense, we will skip the middle rungs of Jacob’s ladder, not
to directly improve the description of nonuniform systems, but to improve the descrip-
tion of the dynamic fluctuations of a uniform one (the HEG). Because the functional
development of the present chapter relies on observations of the HEG correlation hole,
the reader is expected to be familiar with the contents of Section 7.5.

The work presented in this chapter was conducted in close collaboration with fellow
PhD student Asbjørn Rasmussen. For additional information and a different view on
the work, the reader is therefore referred to his thesis [98].

8.1 Definition
In the ACFD framework, the Hartree-exchange-correlation energy of any xc functional
may be written in terms of the Hxc energy per electron, see Equation (7.25):

EHxc[n] =
∫
dr ϵHxc[n](r)n(r). (8.2)

For the LDA functional (2.30), this formulation is especially simple, as the Hxc energy
per electron is given by:

ϵLDA
Hxc [n](r) = 1

2

∫
dr′ vc(r − r′)n(r′) + ϵxc

(
n(r)

)
. (8.3)

The idea, of what we will refer to as the generalized weighted local density approxima-
tion (GWLDA), is to replace the true electron density n(r) with a weighted density
n∗(r) in one or more places of Equations (8.2) and (8.3). The weighted density is
calculated on the basis of the true density using a predefined weight function ϕ(r, n),

n∗(r) =
∫
dr′ ϕ

(
|r − r′| , n(r′)

)
n(r′), (8.4)

such that the LDA is recovered in the limit where ϕ(r, n) = δ(r). We restrict ourselves
to consider weight functions that respect charge conservation, or even more specifically,
the effective density n∗(r) should simply compose a redistribution of the electrons. In
order to be useful, the weight function should then effectively spread out localized
charges and in this way compensate for the delocalization error of the LDA.
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8.1.1 The WLDA functional form
As a first look into the GWLDA class of functionals, we consider the following three:

EWLDA1
Hxc [n] =

∫
dr ϵHxc[n](r)n∗(r), (8.5a)

EWLDA2
Hxc [n] =

∫
dr ϵHxc[n∗](r)n(r), (8.5b)

EWLDA3
Hxc [n] =

∫
dr ϵHxc[n∗](r)n∗(r), (8.5c)

each of which have reasonable physical interpretations. In the first functional, the
electron distribution of the true electron density n(r) defines the Hxc energy per elec-
tron, but the energy is assigned according to the delocalized effective density n∗(r).
Reversely, the effective density sets up the Hxc energy per electron, which is then
assigned to the true electron density in the second functional. Lastly, the third func-
tional corresponds simply to evaluating the LDA Hxc energy using the effective density
instead instead of the true.

The next step is to see, whether the functional forms (8.5) allow for an appropriate
reciprocal space truncation of the ALDA Hxc kernel according to Equation (8.1). We
start with the Hartree contribution, which we define as terms in the kernel arising from
the Hartree term of Equation (8.3),

fWLDA1
H [n](r, r′) = fWLDA2

H [n](r, r′)

= 1
2

∫∫
dr1dr2

[
δn∗(r1)
δn(r)

δ(r2 − r′) + δ(r1 − r)δn
∗(r2)

δn(r′)

+ n(r1) δ2n∗(r2)
δn(r)δn(r′)

]
vc(r1 − r2), (8.6a)

fWLDA3
H [n](r, r′) =

∫∫
dr1dr2

[
δn∗(r1)
δn(r)

δn∗(r2)
δn(r′)

+ n∗(r1) δ2n∗(r2)
δn(r)δn(r′)

]
vc(r1 − r2). (8.6b)

At this point, we make a halt in order to make two important observations. For all
three functional forms, the usual Hartree/Coulomb kernel is recovered simply by letting
n∗(r) = n(r), for which δn∗(r′′)/δn(r′) = δ(r′′ − r′) and the second order functional
derivative vanishes. In short, the idea of the GWLDA is then to use a weight function
of finite width to replace the δ-function and obtain a q-truncated kernel. However,
there is a major issue with the Hartree kernels of Equation (8.6). The term including
the second order functional derivative can be written in terms of the Hartree potential
(2.12) of the true/weighted density:∫

dr′′ δ2n∗(r′′)
δn(r)δn(r′)

VH[ñ](r′′),
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where ñ = n for WLDA1 and WLDA2, while ñ = n∗ for WLDA3. This is a prob-
lem, because the Hartree potential diverges in the homogeneous electron gas, and for
physically meaningful weight functions ϕ(r, n), the second order functional derivative
does not prevent the Hxc kernel in inheriting this divergence1. Consequently, we must
discard the functionals (8.5) as physically irrelevant. At this point, it could seem that
all hope is lost for the GWLDA class of functionals, but in fact the issue may be solved
by introducing the combined functional,

EWLDA
Hxc [n] = EWLDA1

Hxc [n] + EWLDA2
Hxc [n] − EWLDA3

Hxc [n], (8.7)

such that the Hartree kernel only depends on the Hartree potential of the difference
between the true and the effective electron density, VH[n−n∗](r′′). In the homogeneous
electron gas limit, n∗(r) = n(r) = n thanks to the assumed charge conservation of the
weighting procedure (8.4), and the Hartree potential term in the kernel completely
cancels out for the HEG. Henceforward, we shall refer to the functional (8.7), simply
as the weighted local density approximation (WLDA).

8.1.2 WLDA as a correction
Whereas we first introduced the WLDA as an Hxc functional, the Hartree functional is
itself well-known and should not be approximated. Rather, the difference between the
Hartree term(s) of the WLDA (8.7) and the actual Hartree functional (2.9) belongs to
the category of exchange and/or correlation. Following through with this idea, we may
introduce the WLDA xc functional as a nonlocal correction to the LDA:

EWLDA
xc [n] = ELDA

xc [n] + ∆EWLDA
Hxc [n] (8.8)

where:
∆EWLDA

Hxc [n] = −
∫
dr
(
ϵHxc[n](r) − ϵHxc[n∗](r)

)(
n(r) − n∗(r)

)
. (8.9)

Of course, the definitions (8.7) and (8.8) are equivalent, but viewing the WLDA as a
correction to the LDA offers a range of advantages. One of them is, that the so-called
Hartree correction becomes easy to interpret. Quite simply, it lets the xc functional
subtract the Hartree energy of the charge neutral electron density difference n(r)−n∗(r)
from full Hartree energy:

∆EWLDA
H [n] = −EH[n− n∗] = −1

2

∫∫
drdr′ [n(r) − n∗(r)] vc(r − r′) [n(r′) − n∗(r′)] .

(8.10)
In this way, some of the Hartree self-interaction of localized electrons is removed and
the delocalization error of the LDA is compensated for.

1There are a few mathematical details to this argument, which we will not elaborate on in the
present thesis for the sake of brevity.
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8.1.3 Adiabatic exchange-correlation kernel of the WLDA
Before calculating the kernel, we recall that the role of the weight function is to intro-
duce a finite width to the functional derivative δn∗(r)/δn(r′) in order to truncate the
kernel in reciprocal space. To highlight this procedure, we introduce the γ-function as
the difference between δn∗(r)/δn(r′) and the corresponding δ-function which recovers
the LDA,

γ(r, r′) = δn∗(r)
δn(r′)

− δ(r − r′) = Φ
(
|r − r′|, n(r′)

)
− δ(r − r′), (8.11)

where Equation (8.4) was used to write the γ-function in terms of the so-called lin-
earized weight function,

Φ(r, n) = ∂ϕ(r, n)
∂n

n+ ϕ(r, n). (8.12)

With this, we may recast the Hartree kernel correction, corresponding to the Hartree
correction (8.10), in terms of the γ-function:

∆fWLDA
H [n](r, r′) = −

∫∫
dr1dr2

[
γ(r1, r)γ(r2, r′)

+ (n∗(r1) − n(r1)) ∂γ
∂n

∣∣∣∣
|r2−r′|,n(r′)

δ(r − r′)
]
vc(r − r′). (8.13)

Application of the convolution theorem then reveals, that the Hartree correction of
the WLDA results in a perfect truncation of the Coulomb kernel for the homogeneous
electron gas,

fWLDA
H (n, q) = vc(q) + ∆fWLDA

H (n, q) =
[
1 − γ2(q, n)

]
vc(q), (8.14)

realizing the natural smooth truncation envisioned in Equation (8.1), with the weight
function ϕ(r, n) directly determining the shape of the truncation:

Θ(q, n) = 1 − γ2(q, n) = 1 − (Φ(q, n) − 1)2 = Φ(q, n)(2 − Φ(q, n)). (8.15)

We consider this the major result of our work on the WLDA as it in principle allows us
to freely truncate the Coulomb kernel in order to approach the correct short wavelength
limit of the HEG correlation hole according to the discussion of Section 7.5.

So far, we have not concerned ourselves with the kernel arising from the xc correction
of the WLDA. In a similar fashion to the Hartree correction, we may write it in terms
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of the γ-function:

∆fWLDA
xc [n](r, r′) = −

(
∂2ϵxc

∂n2

∣∣∣∣
n(r)

− ∂2ϵxc

∂n2

∣∣∣∣
n∗(r)

)(
n(r) − n∗(r)

)
δ(r − r′)

+

(
∂2ϵxc

∂n2

∣∣∣∣
n∗(r)

(
n(r) − n∗(r)

)
+ ∂ϵxc

∂n

∣∣∣∣
n(r)

− ∂ϵxc

∂n

∣∣∣∣
n∗(r)

)
γ
(
|r − r′|, n(r′)

)
+

(
∂2ϵxc

∂n2

∣∣∣∣
n∗(r′)

(
n(r′) − n∗(r′)

)
+ ∂ϵxc

∂n

∣∣∣∣
n(r′)

− ∂ϵxc

∂n

∣∣∣∣
n∗(r′)

)
γ
(
|r − r′|, n(r)

)
−
∫
dr′′

(
fLDA

xc
(
n∗(r′′)

)
− ∂2ϵxc

∂n2

∣∣∣∣
n∗(r′′)

n(r′′)

)
× γ
(
|r′′ − r|, n(r)

)
γ
(
|r′′ − r′|, n(r′)

)
+
∫
dr′′

(
∂ϵxc

∂n

∣∣∣∣
n∗(r′′)

(
n(r′′) − n∗(r′′)

)
+ ϵxc

(
n(r′′)

)
− ϵxc

(
n∗(r′′)

)) ∂γ

∂n

∣∣∣∣
|r′′−r|,n(r)

δ(r − r′).

(8.16)

On the surface, this looks like an immensely complicated kernel. However, in full
analogy with the Hartree correction, there is a simplifying cancellation of terms in the
limit of an HEG, where n∗ = n, such that:

fWLDA
xc (n, q) = fLDA

xc (n) + ∆fWLDA
xc (n) = fLDA

xc (n) −
(
fLDA

xc (n) − ∂2ϵxc

∂n2 n

)
γ2(q, n).

(8.17)
In this way, the WLDA functional (8.7) also realizes a full truncation of the LDA
xc kernel up to a factor of ∂2ϵxc/∂n

2 n. Given that we are able to find weight func-
tions ϕ(r, n), which yield appropriate effective truncation functions Θ(q, n), the WLDA
functional form then more or less achieves the desired truncation of the adiabatic HEG
kernel according to Equation (8.1).

8.1.4 Weight functions
At this point, we should address the elephant in the room. How does one choose an
appropriate weight function ϕ(r, n) and what do we even mean by ”appropriate”? This
question is best answered with a list of conditions for the weight function. Apart from
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mathematical conditions such as being continuous and differentiable in both r and n,
we see four key physical conditions for ϕ:

1. Conservation of charge in the effective density.
The central idea of the WLDA functional is to introduce nonlocal contributions
based on an effective density where the electrons have been redistributed accord-
ing to their surroundings. In addition, we have seen that it is necessary to require
a weighting procedure, which conserves the electron density of the HEG in order
to avoid a divergence in the Hartree kernel correction. Therefore, an appropriate
weight function ϕ(r, n) should obey charge conservation,∫

drn∗(r) =
∫
dr
∫
dr′ ϕ

(
|r − r′|, n(r′)

)
n(r′)

=
∫
dr′ n(r′)

∫
drϕ

(
|r − r′|, n(r′)

)
=
∫
dr′ n(r′), (8.18)

which is equivalent to require that:

ϕ(q = 0, n) = 4π
∫ ∞

0
r2dr ϕ(r, n) = 1, ∀n > 0. (8.19)

When charge is conserved in this sense, n∗ = n in the HEG limit, and the WLDA
functional (8.7) trivially coincides with that of the LDA, making it exact in this
limit.

2. Conservation of electrons in the effective density
By conserving the charge in the effective density, we do not necessarily conserve
the number of electrons. To guarantee that the effective density comprises a
simple redistribution of the true electron density, as discussed above, n∗(r) also
needs to be positive definite. To this end, we require that:

ϕ(r, n) ≥ 0, ∀ r ≥ 0 ∨ n > 0. (8.20)

3. Exact match to the ALDA HEG kernel in the long wavelength limit
In the long wavelength limit (q → 0), the ALDA kernel, or more specifically the
Coulomb kernel, yields an exact representation of the HEG correlation hole, see
Figure 7.1. To retain this behaviour in the WLDA, we must therefore require
that the truncation function Θ(q, n) → 1 for q → 0. Consulting Equation (8.15),
this is equivalent to requiring that

γ2(q = 0, n) = 0, ∀n > 0, (8.21)

or more specifically, that also the linearized weight function is normalized accord-
ing to Equation (8.19):

Φ
(
q = 0, n

)
= 1, ∀n > 0. (8.22)

In practice, all the weight functions ϕ(r, n), that we considered in this project,
fulfilled this condition automatically given the first two conditions. It is however
an open question whether the first two conditions are also sufficient to guarantee
this third condition (8.22).
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4. Truncation of the ALDA HEG kernel in the short wavelength limit
The last condition is maybe the most obvious one. In order to actually obtain a
full truncation of the HEG kernel, we need to require that the truncation function
vanishes in the short wavelength limit, Θ(q, n) → 0 for q → ∞. To achieve this
(see Equation (8.15)), we simply require that:

lim
q→∞

Φ(q, n) = 0, ∀n > 0. (8.23)

This condition is not just obvious, in practice it should also be automatically
fulfilled for weight functions ϕ(r, n) of finite width according to conditions 1, 2
and 3.

In addition to the listed conditions, we have found it logical only to consider weight
functions ϕ(r, n) that decrease monotonically with r. This does not seem to be a
fundamental requirement of the formalism, but might be related to the automatic
fulfillment of condition three given the first two for the considered functional forms.

8.1.4.1 Examples of appropriate weight functions

In this thesis, we consider two of the simplest weight functions fulfilling the conditions
1-4 from above, namely an exponential and a gaussian weight function:

ϕ1(r, n) = (c1kF)3

8π
e−c1kFr, (8.24a)

ϕ2(r, n) = (c1kF)3

π3/2 e−(c1kFr)2
. (8.24b)

where kF is the Fermi wave number of an homogeneous electron gas of density n, see
Equation (7.54). The prefactors have been chosen such as to normalize the weight
functions according to Equation (8.19) and c1 > 0 is a dimensionless free parameter,
which governs the width of the weight function. The corresponding linearized weight
functions are given by

Φ1(r, n) =
(

2 − c1kFr

3

)
(c1kF)3

8π
e−c1kFr, (8.25a)

Φ2(r, n) =

(
2 − 2 (c1kFr)2

3

)
(c1kF)3

π3/2 e−(c1kFr)2
, (8.25b)

with reciprocal space representations

Φ1(q, n) = Φ1(q/kF) =
(

2 −
1 − 1

3 q̃
2

1 + q̃2

)
1

(1 + q̃2)2 , (8.26a)

Φ2(q, n) = Φ2(q/kF) =
(

1 + q̃2

6

)
e−q̃2/4, (8.26b)
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where q̃ = q/(c1kF). By comparing the linearized weight functions (8.26) to the condi-
tions (8.22) and (8.23), it is clear that both the exponential and the gaussian weight
function realize an appropriate truncation of the ALDA kernel for the HEG correlation
hole.

Left is now only to determine the width parameter c1. In principle, it could be
chosen as a fitting parameter to best match a number of exact limits or to optimize
performance for a given dataset, but for the purpose of the present thesis, we fix it to
yield truncation functions Θ1(q/kF) and Θ2(q/kF) with HWHM at q = 2kF. In this
way, we achieve a smooth truncation, that qualitatively realizes the phenomenological
step function truncation envisioned in Equation (8.1). In Figure 8.1, we present the
resulting truncation functions. Both of the weight functions yield a flat plateau in the
long wavelength limit, such that the WLDA should retain the exact properties of the
Coulomb kernel, for small q ≪ kF. The shape of the actual truncation is however
different between the two weight functions. Whereas the gaussian weight functions
realizes a more or less symmetrical short-range truncation, the exponential weight
function yields an asymmetric long-range truncation as a function of wave number q.

Throughout the remainder of the thesis, we will report results for both weight func-
tions in order to illustrate the tuning capabilities of the formalism. However, fine
tuning of the weight function shape and width is generally left for future work.

8.2 HEG correlation hole in the WLDA
Finally, we are in a position, where we can compute the coupling-constant averaged
correlation hole of the HEG using the WLDA kernel. Inserting Hartree and xc kernels
(8.14) and (8.17) into Equation (7.52), we compute the HEG correlation hole as a
function of the wave number q, which is presented in Figure 8.2. In comparison to the
ALDA, the WLDA clearly improves on the HEG correlation hole for values of q > 2kF.
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Figure 8.1: Truncation functions (8.15) for the exponential and gaussian weight functions
(8.24) with width parameters c1 chosen such that Θ(q = 2kF) = 1/2.
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Figure 8.2: Reciprocal space coupling-constant averaged correlation hole of the homogeneous
electron gas, with insets highlighting the short wavelength limit. An accurate analytical
representation of the exact correlation hole [91] is compared to holes calculated within the
RPA, ALDA and WLDA approximations, using Equation (7.52) and weight functions (8.24).
Each respective panel shows the correlation hole calculated with a given electron density
n = 3/(4πr3

s ).

However, the extra factor of ∂2ϵxc/∂n
2 n in the HEG xc kernel (8.17) seems to entail

that the ALDA kernel is over-corrected and that the bare Coulomb kernel (RPA) still
yields the best description of the short wavelength correlations of the HEG. From
Figure 8.2, one may also note that the exponential weight function seems to reproduce
a more accurate correlation hole than the gaussian one independent of the electron
density. Most likely, this is directly connected to the over-correction of the xc kernel,
as the exponential weight function would ”turn on” the over-correction more slowly for
intermediate values of q ∈ [2kF, 4kF] compared to the gaussian weight function.

8.2.1 Renormalized WLDA
We investigate the over-correction of WLDA in more detail by taking a look at the
actual functional form for the LDA exchange kernel. The exchange energy per electron
of the HEG is given by

ϵx(n) = −Cxn
1/3, (8.27)

where Cx is independent of the density n, but may be taken as a function of the relative
spin-polarization Cx = Cx(ζ), where ζ = (n↑ − n↓)/n. The LDA exchange kernel is
then given by

fLDA
x (n) = ∂2ϵx

∂n2 n+ 2∂ϵx
∂n

= 2Cx

9
n−2/3 − 2Cx

3
n−2/3 = −4Cx

9
n−2/3, (8.28)
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so that
fLDA

x (n) − ∂2ϵx
∂n2 n = 2∂ϵx

∂n
= −2Cx

3
n−2/3 = 3

2
fLDA

x (n). (8.29)

This means that the WLDA exchange kernel in Equation (8.17) over-corrects the LDA
kernel by a factor of 3/2, independently of the density n:

∆fWLDA
x (n) = 2∂ϵx

∂n
γ2(q, n) = 3

2
fLDA

x (n)γ2(q, n). (8.30)

Thus, we may circumvent this over-correction by including only 2/3 of the WLDA
exchange correction. Unfortunately, also the correlation kernel is over-corrected in
the WLDA, as is illustrated in Figure 8.3, but not by a constant factor. In order to
get a perfect truncation of the LDA correlation kernel, a fraction between 1/2 to 5/8
(depending on the density) of the WLDA correlation correction should be included.

Instead of devising a scheme to achieve a perfect truncation of the correlation kernel,
we take a more pragmatic approach: We simply include both the exchange and corre-
lation corrections in factors of 2/3, in what we will denote as the renormalized WLDA
(rWLDA):

ErWLDA
xc [n] = ELDA

xc [n] + ∆EWLDA
H [n] + 2

3
∆EWLDA

xc [n]. (8.31)

This approximation then achieves a perfect truncation of the Coulomb and exchange
kernels for the HEG, but is still associated with a slight over-correction of the cor-
relation kernel, although much reduced in comparison to the WLDA functional. In
Figure 8.4, we plot the HEG correlation hole computed with the rWLDA kernel. On
the contrary to the WLDA case, we now obtain a more or less perfect truncation of
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Figure 8.3: Fraction in which to include the exchange/correlation correction (8.9) in order
to achieve a perfect truncation of the LDA kernel in the short wavelength limit, see Equation
(8.17). The LDA exchange and correlation kernels, fxc(rs, ζ), are plotted independently as a
function of the Wigner radius (7.55) for a spin-paired and a fully spin-polarized HEG. For the
HEG correlation energy per electron, we use the analytical expression in [99].
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Figure 8.4: Reciprocal space coupling-constant averaged correlation hole of the homogeneous
electron gas, with insets highlighting the short wavelength limit. An accurate analytical
representation of the exact correlation hole [91] is compared to holes calculated within the
RPA, ALDA and rWLDA approximations, using Equation (7.52) and weight functions (8.24).
Each respective panel shows the correlation hole calculated with a given electron density
n = 3/(4πr3

s ).

the HEG correlation hole in the short wavelength limit! The only significant imper-
fection left, is that the correlation hole is overestimated for an intermediate range of
q ∈ [2kF, 4kF]. The reason behind is, that the exchange and Coulomb HEG kernels are
truncated evenly, as was originally envisioned in Equation (8.1):

f rWLDA
Hx (n, q) =

[
1 − γ2(q, n)

] [
vc(q) + fLDA

x (n)
]
. (8.32)

The ALDAx kernel (second term on the right) has a root exactly at q = 2kF which is
directly carried over to the ALDAx HEG correlation hole, see Equation (7.52) and Fig-
ure 7.1. As the correlation kernel in small in comparison, this property is qualitatively
preserved both by the ALDA and the rWLDA, such that the corresponding correla-
tion holes in Figure 8.4 have roots at q ≃ 2kF. However, this is not a property of the
exact HEG correlation hole, which is rootless for dense electron densities (rs = 1.0 a0),
meaning that the rWLDA as well as the ALDA kernel will overestimate the HEG
correlation hole in a region around 2kF. As the gaussian weight function achieves a
more abrupt truncation than the exponential weight function, see Figure 8.1, it seems
to be the better match for the rWLDA kernel because the swift truncation limits the
overestimation of the HEG correlation hole in the intermediate range of q ∈ [2kF, 4kF].

8.2.2 Fractionalized WLDA
Finally, we may actually also overcome the overestimation of the rWLDA HEG correla-
tion hole in the intermediate q-range by including only a fraction of 2/3 of the WLDA
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Hartree correction, in what we will denote as the fractionalized WLDA (fWLDA):

EfWLDA
xc [n] = ELDA

xc [n] + 2
3

∆EWLDA
Hxc [n]. (8.33)

This will leave 1/3 of the Coulomb kernel untruncated, and we obtain an astonishingly
close match to the exact HEG correlation hole, more or less independently of the wave
number q, as illustrated in Figure 8.5. Of course, the remaining Coulomb kernel results
in a HEG correlation hole that is slightly underestimated in the short wavelength limit
when compared to the rWLDA kernel, but especially for dense electron densities (rs =
1.0 a0), the overall accuracy in the fWLDA functional form speaks for itself. Whereas
it is the gaussian weight function that achieves this accurate match for rs = 1.0 a0, the
exponential weight function seems like a better compromise across electron densities,
yielding an HEG correlation hole which is terminated around q ∼ 2.5kF independent
of the density n.

At the end of the day, we are not only interested in the homogeneous electron gas
properties, but also the performance of the functionals for real materials. As the
performance in the uniform and atomic limits might not be transferable, we do not
discard any of the developed functionals at this stage. Henceforward, we will refer to
the WLDA, rWLDA and fWLDA functionals as ”flavors” of the WLDA.
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Figure 8.5: Reciprocal space coupling-constant averaged correlation hole of the homogeneous
electron gas, with insets highlighting the short wavelength limit. An accurate analytical
representation of the exact correlation hole [91] is compared to holes calculated within the
RPA, ALDA and fWLDA approximations, using Equation (7.52) and weight functions (8.24).
Each respective panel shows the correlation hole calculated with a given electron density
n = 3/(4πr3

s ).
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8.3 Properties of the WLDA
Before assessing the performance of the WLDA, we will take a deeper look at its
properties and characteristics.

8.3.1 Interpretation
In order to make a physical interpretation of the effective density scheme, it is illu-
minating to take a look at a simple concrete example, namely the hydrogen atom.
Due to the spherical symmetry of the 1s orbital, it is straight-forward to the compute
the effective density for a given weight function ϕ(r, n), see Section A.3 of Appendix
A, and in Figure 8.6, we show the effective density calculated using the exponential
weight function (8.24a). Generally speaking, the density weighting procedure results
in a delocalization of the electron density, pushing away the electron from the nucleus.
Whereas the true electron density decays exponentially away from the nucleus, the
effective density decays sub-exponentially into the vacuum (this is also the case using
the gaussian weight function). For this reason, it is not impossible that the WLDA is
able to capture long-range correlation effects such as van der Waals forces. However,
it also implies that n∗(r)/n(r) diverges as r → ∞ (in vacuum), which turns out to be
problematic for the WLDA xc potential correction, as will be shown in the following
section.

With a concrete example in hand, we may now give an interpretation to the WLDA
correction (8.9). In regions of space where electrons localize, n(r) > n∗(r), and the
”excess localization charge” n(r) − n∗(r) is distributed to the near surroundings with
a ”localization charge deficit” n∗(r) − n(r) > 0, see Figure 8.6(b). The energy per
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Figure 8.6: True and effective electron densities of the hydrogen atom as a function of the
radius r, plotted on a linear and an exponential scale in the two panels respectively. The
effective density was calculated with the exponential weight function (8.24a) and in panel (b),
the ”excess localization charge” and the ”localization charge deficit” (definitions in the main
body of the text) are shown as the blue and red colored regions between the density curves.



8.3 Properties of the WLDA 129

electron is then corrected with two terms. The energy per electron of the ”excess
localization charge” is replaced with that of the effective (locally more dilute) electron
gas: ∆ϵHxc(r) = ϵHxc[n∗](r)−ϵHxc[n](r). Furthermore, the ”localization charge deficit”
is corrected by a value of ∆ϵHxc(r) = ϵHxc[n](r) − ϵHxc[n∗](r), that is, yet another
correctional term in which the energy per electron is replaced with that of a locally
more dilute electron gas. In this way, both of the contributions add a compensation
from the added electron-electron repulsion associated with the localization of electrons
around atomic nuclei. In the best case scenario, this will eliminate the delocalization
error of the LDA.

8.3.2 Exchange-correlation potential
In order to solve the ground state problem within the Kohn-Sham scheme, we calculate
the WLDA correction to the xc potential:

∆V WLDA
Hxc [n](r) =

∫
dr′

([
∂ϵxc

∂n

∣∣∣∣
n=n∗(r′)

(
n(r′) − n∗(r′)

)
+ ϵxc

(
n(r′)

)
− ϵxc

(
n∗(r′)

)]δn∗(r′)
δn(r)

−

[
∂ϵxc

∂n

∣∣∣∣
n=n(r′)

(
n(r′) − n∗(r′)

)
+ ϵxc

(
n(r′)

)
− ϵxc

(
n∗(r′)

)]
δ(r − r′)

)

+
∫∫

dr′dr′′
(
δn∗(r′)
δn(r)

− δ(r − r′)
)
vc(r′ − r′′)

(
n(r′′) − n∗(r′′)

)
.

(8.34)

Clearly, also the WLDA correction for the xc potential can be written as a number
of correctional terms weighted by the γ-function (8.11). The notable exception is the
combination of terms∫

dr′

(
∂ϵxc

∂n

∣∣∣∣
n=n∗(r′)

(
n(r′) − n∗(r′)

)δn∗(r′)
δn(r)

− ∂ϵxc

∂n

∣∣∣∣
n=n(r′)

(
n(r′) − n∗(r′)

)
δ(r − r′)

)
.

The partial derivative ∂ϵxc/∂n gives rise to terms that scale with negative powers of
the density (a power of −2/3 for exchange). This means, that the term

∂ϵxc

∂n

∣∣∣∣
n=n(r)

n∗(r)

will diverge in vacuum due to the different asymptotic behaviour of the true and ef-
fective densities illustrated in Figure 8.6(b). As ∂ϵxc/∂n is a negative quantity, the
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effective Kohn-Sham potential (2.11) becomes leaky as a result. This illustrates that
one cannot completely turn the blind eye towards the atomic limit and expect to de-
velop a universally valid functional. The problematic term arises from the WLDA1 part
of the WLDA correction, see Equation (8.5a), and in order to obtain a truly universal
functional, it seems necessary to define a GWLDA xc correction without it. For the
performance assessment made in this thesis however, we simply regularize the diver-
gent term, removing it manually from the potential for densities below a set threshold.
For density thresholds chosen sufficiently small, the resulting total energies do not de-
pend on the threshold itself. One can actually run the calculations without a density
threshold at all, but using a finite value speeds up the convergence significantly.

Taking a second glance at the WLDA xc potential correction (8.34), one may also
notice that the Hartree part of the correction can be written in terms of the Hartree
potential of the electron density difference n(r) − n∗(r). The Hartree contribution to
the xc potential is then the difference between this new Hartree potential weighted
locally by the linearized weight function, see Equation (8.11), and the corresponding
bare Hartree potential. Similarly, the full potential correction may be written:

∆V WLDA
Hxc [n](r) =

∫
dr′

[
∂ϵxc

∂n

∣∣∣∣
n=n∗(r′)

(
n(r′) − n∗(r′)

)
+ ϵxc

(
n(r′)

)
− ϵxc

(
n∗(r′)

)]
Φ
(
|r − r′|, n(r)

)
−

[
∂ϵxc

∂n

∣∣∣∣
n=n(r)

(
n(r) − n∗(r)

)
+ ϵxc

(
n(r)

)
− ϵxc

(
n∗(r)

)]

+
∫
dr′ Φ

(
|r − r′|, n(r)

)
VH[n− n∗](r′) − VH[n− n∗](r). (8.35)

Thus, to compute the xc potential, one has to compute the weighted density n∗(r) and
the Hartree potential from electron density difference n(r) − n∗(r). Then, the WLDA
xc potential correction can be calculated as a Φ-weighted integral, where the integrand
is straight-forward to evaluate, given n∗(r). Although both the effective density (8.4)
and the xc potential (8.35) are calculated by the means of a weighted integral, the
xc potential integral is simpler to compute, because the width of the weight function
depends on the position r in which the xc potential is evaluated and not the integrated
variable r′.

8.3.3 Exchange-correlation hole
Because of the simple functional form of the WLDA, one can easily derive the exchange-
correlation hole density of the approximation, see e.g. Equations (7.26) and (7.29).
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Using the HEG xc hole density to rewrite the WLDA xc functional (8.8),

EWLDA
xc [n] = 1

2

∫∫
drdr′ vc(r − r′)

[
n(r)n̄HEG

xc
(
|r − r′|, n∗(r)

)
+
∫
dr′′ϕ

(
|r − r′′|, n(r′′)

)
n(r′′)

×
[
n̄HEG

xc
(
|r − r′|, n(r)

)
− n̄HEG

xc
(
|r − r′|, n∗(r)

)]
− n(r)

[
n(r′) − n∗(r′)

]
+
∫
dr′′ϕ

(
|r − r′′|, n(r′′)

)
n(r′′)

[
n(r′) − n∗(r′)

]]
.

Now, interchanging the r and r′′ integration variables in the terms where a weight
function ϕ(r, n) appears, we obtain the WLDA xc hole density:

n̄WLDA
xc [n](r, r′) =n̄HEG

xc
(
|r − r′|, n∗(r)

)
−
(
n(r′) − n∗(r′)

)
+ |r − r′|

∫
dr′′ϕ

(
|r − r′′|, n(r)

)[n(r′) − n∗(r′)
|r′ − r′′|

+
n̄HEG

xc
(
|r′ − r′′|, n(r′′)

)
− n̄HEG

xc
(
|r′ − r′′|, n∗(r′′)

)
|r′ − r′′|

]
. (8.36a)

The first term is simply the LDA xc hole, see Equation (7.28), but evaluated at the
effective density n∗(r). As the LDA xc hole is already normalized and the electron
density difference n(r) − n∗(r) integrates to zero, thanks to charge conservation, the
WLDA xc hole is therefore normalized according to (7.9), given that∫∫

dr′dr′′ |r − r′|ϕ
(
|r − r′′|, n(r)

)[n(r′) − n∗(r′)
|r′ − r′′|

+
n̄HEG

xc
(
|r′ − r′′|, n(r′′)

)
− n̄HEG

xc
(
|r′ − r′′|, n∗(r′′)

)
|r′ − r′′|

]
= 0. (8.37)

In principle, the weight function ϕ(r, n) should be chosen, such that (8.37) is fulfilled
for any electron density n(r). This seems to be a nontrivial task, and as the WLDA
was not developed with its own xc hole density in mind, it may not even be possible.
Further investigations into the WLDA xc hole is left for future work.

8.4 WLDA for spin-polarized systems
Before we address the performance of the WLDA for atomic systems (which may have
unpaired spins) or magnetic solids, we need to define how the functional accounts for
any spin-polarization in the system. As a natural extension of the WLDA functional
development, one could in this regard consider the correlation hole of the spin-polarized
HEG, but in order to limit the project scope, we will instead make some conservative
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choices for the functional form and leave further development of the spin-polarized
functional to future studies.

8.4.1 Spin-polarized exchange correction
The exchange energy functional, see e.g. Equation (7.32), depends on the spin de-
grees of freedom separately, and may be written identically in terms of the spin-paired
exchange functional [66]:

Ex[n↑, n↓] = Ex[2n↑] + Ex[2n↓]
2

. (8.38)

Assuming that the WLDA exchange correction belongs to the category of exchange,
we may thus evaluate it directly using the spin-paired functionality:

∆EWLDA
x [n↑, n↓] = ∆EWLDA

x [2n↑] + ∆EWLDA
x [2n↑]

2
. (8.39)

In turn, this entails that the WLDA exchange correction to the spin-dependent xc
potential only depends on the spin-density of that given spin,

∆V WLDA,s
x [n↑, n↓](r) = δ∆EWLDA

x [n↑, n↓]
δns(r)

= ∆V WLDA
x [2ns](r), (8.40)

making it possible simply to reuse the spin-paired functionality.

8.4.2 Spin-polarized Hartree correction
Per definition, the WLDA Hartree correction formally constitutes a contribution to
the exchange-correlation energy. Even though the Hartree energy (2.9) is strictly inde-
pendent of the spin-polarization, there is no apparent reason why the WLDA Hartree
correction could not be a functional of the spin-polarization as well as the density. In
the context of the present thesis, we will therefore explore the following two options:

1. Spin-neutral Hartree correction.
The simplest option is of course to take the WLDA Hartree correction to be
independent of the spin-polarization, such that

∆EWLDA
H [n↑, n↓] = ∆EWLDA

H [n↑ + n↓], (8.41)

yielding also a spin-neutral Hartree correction to the xc potential:

∆V WLDA,s
H [n↑, n↓](r) = ∆V WLDA

H [n↑ + n↓](r). (8.42)

2. Hartree correction as exchange.
As the Hartree correction (8.10) removes the classical Coulomb self-repulsion
of the ”excess localization charge” as well as the ”localization charge deficit”,



8.4 WLDA for spin-polarized systems 133

replacing it with the repulsion between the two, one may induce that it primarily
belongs to the category of self-exchange. If this is the case, one may take the
WLDA Hartree correction solely as an exchange contribution and use Equation
(8.38) to write:

EWLDA
x [n↑, n↓] = ELDA

x [n↑, n↓] + ∆EWLDA
Hx [2n↑] + ∆EWLDA

Hx [2n↑]
2

. (8.43)

With this definition, the Hartree correction to the spin-dependent exchange po-
tential is evaluated analogously to Equation (8.40).

8.4.3 Spin-polarized correlation correction
For the WLDA correlation correction, we cannot write the spin-polarized functional in
terms of the spin-paired analogue. Instead, we replace

ϵc
(
n(r)

)
→ ϵc

(
n↑(r), n↓(r)

)
and ϵc

(
n∗(r)

)
→ ϵc

(
n∗

↑(r), n∗
↓(r)

)
(8.44)

in the correlation correction defined by Equations (8.3) and (8.9), such that

∆EWLDA
c [n↑, n↓] = −

∫
dr
[
ϵc
(
n↑(r), n↓(r)

)
− ϵc

(
n∗

↑(r), n∗
↓(r)

)][
n(r) − n∗(r)

]
. (8.45)

To this end, we need to define the effective spin-densities n∗
↑(r) and n∗

↓(r). In order to
be consistent with the spin-paired WLDA correction, we need to make sure that n∗

↑(r)+
n∗

↓(r) → n∗(r) in the spin-paired limit n↑(r) = n↓(r), where n∗(r) is the spin-paired
effective density (8.4). Consistency in the spin-paired limit could be achieved in many
ways, but in the present context we will restrict ourselves to the case, where the total
effective density, n∗

↑(r) + n∗
↓(r), matches the spin-paired definition (8.4) independently

of the spin-polarization of the system:

n∗
↑(r) + n∗

↓(r) = n∗(r) =
∫
dr′ ϕ

(
|r − r′| , n(r′)

)
n(r′). (8.46)

Furthermore, we will force the unit-cell averaged effective spin-polarization to equal
that of the true electron spin-density (analogously to the fact that n∗ preserves the
total number of electrons in n):∫

Ωcell

dr
(
n∗

↑(r) − n∗
↓(r)

)
=
∫

Ωcell

dr
(
n↑(r) − n↓(r)

)
. (8.47)

The simplest way of fulfilling these two conditions is simply to let the individual spin-
densities be redistributed according to the total density,

n∗
↑/↓(r) =

∫
dr′ ϕ

(
|r − r′| , n(r′)

)
n↑/↓(r′), (8.48)

such that the total spin-polarization is conserved, given that the weight function ϕ(r, n)
is normalized to preserve the total number of electrons.

For the sake of brevity, we leave the derivation of the spin-polarized correlation
potential correction to the reader and simply note that it can be carried in a similar
fashion to the spin-paired case, see Section 8.3.2.
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8.5 Performance of the WLDA
To test the performance of the WLDA functional flavors beyond the HEG correlation
hole, we have implemented the WLDA Hartree, exchange and correlation corrections
in the GPAW electronic structure methods code [37, 38]. In this regard, there are two
major novelties in comparison with previously established functionality for the LDA
and semi-local functionals: (1) Evaluation of the effective density (8.4). (2) Evalua-
tion of corrections to the xc potential (8.35). All other ingredients can essentially be
evaluated using existing functionality, such as the LDA exchange-correlation energy of
the effective density (8.5c) and the Hartree potential of the electron density difference
VH[n−n∗](r). Now, the nonlocal contribution to the xc potential corrections (8.35) can
be written as a convolution and may therefore be evaluated efficiently using the con-
volution theorem and the fast-fourier-transform algorithm. The bottleneck is instead
evaluation of the effective density n∗(r). Here we use the indicator function technique,
which was developed for the purpose of computing nonlocal van der Waals corrections
[100]. As a result, usage of the WLDA functional flavors will at the fundamental level
resemble a van der Waals functional in computational complexity. For additional de-
tails on the indicator function technique and its implementation, the reader is referred
to Asbjørn’s thesis [98].

At the current stage, we have not yet developed PAW functionality to support the
WLDA functional flavors. Instead, we use a simple basis representations of the all-
electron density n(r) and the corresponding effective density n∗(r). Essentially, this
corresponds to doing DFT by brute force and is not scalable to calculations of more
than a few simple systems. For now, we have implemented the WLDA corrections into
the radial GPAW code for atoms, exact for spherically symmetric systems, as well as
the generally applicable plane wave code, in which the true and effective densities are
represented on a regular real-space grid. In the following, we use the radial code to
compute the total energies of a range of bare atoms, as well as the plane wave code to
compute atomization energies of a few simple molecules.

8.5.1 Atomic energies
Because the angular degrees of freedom are averaged out in the radial GPAW code
for atoms, it is straight-forward to converge the atomic total energies using a dense
radial grid on contemporary computational hardware. In Figure 8.7, we present the
calculated atomic total energies relative to accurate references using the LDA and
PBE functionals as well as the WLDA, rWLDA and fWLDA functional flavors. Of
course, the radial code only yields exact results for the atoms, which actually do possess
spherical symmetry in the ground state. However, Figure 8.7 clearly shows that the
total energy bias of a given functional is a continuous function of the atomic number
and we may use the entire data set to draw qualitative conclusions from.

First of all, we see that the LDA consistently overestimates the atomic total energies.
This is due to the self-interaction error, which is not cancelled completely by the LDA
exchange for systems with localized electrons. This is also the origin of the so-called
delocalization error of LDA, meaning that the LDA tends to favor a too delocalized
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Figure 8.7: Atomic total energy differences and relative differences (left/right panels) rel-
ative to accurate references [101–103] of DFT values computed using a range of different
xc functionals. The top/bottom panels show results of the WLDA flavors evaluated using
the exponential and gaussian weight functions respectively, see Equation (8.24). Opaque and
translucent markers indicate results using the Hartree correction as exchange and Spin-neutral
Hartree correction options respectively.

electron density. For the PBE as well as all the WLDA flavors, the atomic total
energies are reduced in comparison with LDA, resulting also in a decreased absolute
error. Comparing the different WLDA flavors, the fWLDA always yields the small-
est correction to the LDA, followed by the WLDA, whereas the largest correction is
realized by the rWLDA. Using the picture of ”excess localization charges” and ”local-
ization charge deficits”, it is easy to understand why. As the effective density scheme
replaces the Hxc energy with that of a locally more dilute electron gas for the ”excess
localization charges” and ”localization charge deficits” alike, the Hartree correction will
decrease the effective electron-electron repulsion, whereas the exchange and correlation
corrections will increase it. In comparison to the full WLDA correction, the rWLDA
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decreases the energy as a result, because some of the repulsive xc correction is removed.
Similarly, the fWLDA increases the total energy in comparison with rWLDA because
some of the attractive Hartree correction is removed. Because the entire WLDA Hxc
correction consistently decreases the total energy of individual atoms, we may therefore
conclude that the attractive Hartree correction dominates the repulsive xc correction,
resulting in a functional that yields a consistent compensation to electron localization
in comparison with the LDA!

In Figure 8.7, we also observe that the exponential weight function consistently yields
a larger energy correction to the LDA than it is the case using the gaussian weight
function. This means that the overall bias with respect to the accurate reference is
highly weight function dependent. However, for all the functional flavors, at least one
of the weight functions investigated yields an overall bias that is comparable to or
better than that of the PBE. In principle, we could optimize the weight functional
form and width to minimize the atomic energy bias, but that we are able to match the
performance of PBE without any fine tuning, is itself a remarkable result.

As a final note on the atomic energy benchmark, it seems that the choice of spin-
polarizational dependence of the WLDA Hartree correction is significant only for the
hydrogen atom. As a result, it does not seem appropriate to draw any conclusions in
this regard based on atomic total energies.

8.5.2 Atomization energies
Converging the atomization energies of molecules using a grid based representation of
the true and effective densities is quite a considerable computational challenge due to
the memory constraints of the hardware. For the purpose of this thesis, we make an
effort to converge the atomization energies to within 1 kcal/mol. In order to achieve as
densely a sampled grid as possible, we choose as small a cell as possible (7.5 Å) while
staying comfortably within the precision target. The small cell allows us to increase
the plane wave cutoff of the calculations up to 4000 eV.

To investigate the convergence with plane wave cutoff (which determines the grid
density), we have computed the WLDA atomization energies up to a cutoff of 4000 eV
for the seven simple molecules that we will later benchmark. Generally speaking, the
molecules fall into three categories, which are illustrated in Figure 8.8, represented by
the H2, H2O and HF molecules respectively. The three categories are the following:
(1) The H2 molecule is easy to converge and plane wave cutoffs as small as 500 eV
seem to work just fine. (2) The H2O, CO, O2 and N2 molecules are challenging to
converge, but a 1 kcal/mol precision is achievable with considerable effort, that is,
using cutoffs in the range of 1600-2400 eV depending on the system. (3) For the HF
and F2 molecules, we are not able to fully quantify the WLDA atomization energy,
as they are only approaching convergence (but not reaching convergence) at 4000 eV.
Instead, a reduced precision of 1-3 kcal/mol may be assumed for these molecules. The
plane wave convergence data not illustrated in Figure 8.8 can be found in Appendix
B, Section B.1.

Using a 4000 eV plane wave cutoff for the remainder of the WLDA correction calcula-
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Figure 8.8: WLDA atomization energies of the H2, H2O and HF molecules as a function of
the plane wave cutoff, calculated with the exponential and gaussian weight functions, taking
the Hartree correction as exchange. For reference, a ±1 kcal/mol precision range is shown,
centered at the 4000 eV value.

tions, we now present an atomization energy benchmark of the different WLDA flavors.
We list the atomization energies calculated for the seven simple molecules in Tables 8.1
and 8.2, where they are compared to the corresponding LDA and PBE values as well
as experimental references. LDA is well-known for overestimating binding energies,
which is also the case for all the molecules reported here. PBE then achieves a con-
sistent decrease of the atomization energies, yielding an overall improved performance.

LDA PBE WLDA@Exp. rWLDA@Exp. fWLDA@Exp. Expt.
CO 301 281 272 (266) 268 (262) 281 (277) 259
F2 78.3 66 37.2 (35.8) 38.8 (37.4) 50.8 (49.9) 38.4
H2 113 104 111 (120) 113 (122) 112 (118) 110
H2O 268 243 262 (268) 256 (262) 264 (268) 233
HF 162 148 159 (163) 156 (160) 160 (163) 141
N2 267 243 242 (228) 237 (224) 250 (241) 228
O2 179 161 136 (129) 134 (127) 150 (145) 120
ME 34 17 13 (11) 10 (9.2) 20 (19)
MAE 34 18 13 (12) 10 (11) 20 (19)
MARE 0.31 0.19 0.076 (0.081) 0.062 (0.07) 0.15 (0.14)

Table 8.1: Atomization energies in kcal/mol calculated with a range of different xc func-
tionals and compared to experimental references taken from a previous benchmark study [57]
of the G2/97 data set. The WLDA corrections are calculated using the exponential weight
function. Numbers in parentheses relies on the Spin-neutral Hartree correction, otherwise the
Hartree correction as exchange option is used.
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LDA PBE WLDA@Gau. rWLDA@Gau. fWLDA@Gau. Expt.
CO 301 281 271 (267) 267 (264) 281 (278) 259
F2 78.3 66 46 (45.6) 47.3 (46.9) 56.7 (56.5) 38.4
H2 113 104 111 (114) 113 (116) 112 (114) 110
H2O 268 243 252 (253) 247 (249) 257 (258) 233
HF 162 148 153 (155) 151 (152) 156 (157) 141
N2 267 243 241 (231) 237 (227) 249 (243) 228
O2 179 161 142 (138) 140 (136) 154 (151) 120
ME 34 17 12 (11) 10 (8.7) 20 (18)
MAE 34 18 12 (11) 10 (9) 20 (18)
MARE 0.31 0.19 0.094 (0.086) 0.089 (0.082) 0.17 (0.16)

Table 8.2: Atomization energies in kcal/mol calculated with a range of different xc function-
als and compared to experimental references taken from a previous benchmark study [57] of
the G2/97 data set. The WLDA corrections are calculated using the gaussian weight function.
Numbers in parentheses relies on the Spin-neutral Hartree correction, otherwise the Hartree
correction as exchange option is used.

Likewise, we also achieve a consistent decrease of the atomization energies using the
WLDA functional flavors with the Hartree correction as exchange. However, in a few
cases the atomization energy increases in comparison with the LDA using the Spin-
neutral Hartree correction. This only happens for molecules containing hydrogen, e.g.
H2, and is likely due to an overestimation of the hydrogen atomic energy, see Figure
8.7. Still, we achieve a consistent increase in performance among all the WLDA flavors,
although there remains a tendency to overbind the molecules, as it is the case with
PBE. Similar to the atomic total energies, the largest correction to the LDA atomiza-
tion energies is generally realized by the rWLDA flavor, followed by the WLDA and
fWLDA. On the contrary to the atomic total energies however, the choice of weight
functional form seems less important on this data set. Of course, the performance on a
data set of seven molecules is not enough to draw any definite conclusions, but the fact
that the WLDA flavors are able to compete and in some cases outperform the PBE,
before any considerable fine tuning of the weight functions, is incredibly encouraging
for the GWLDA framework.

In order to get an impression of the performance of WLDA flavors on a larger data
set, we have computed the atomization energies on most of the G2/97 data set using
the PAW pseudo density, which is smoother than the all-electron density and therefore
much easier to converge. The data is reported in Appendix B, Section B.2. Generally
speaking, the trends reported for the seven simple molecules persist in the larger data
set, however the relative performance of the Hartree correction as exchange and Spin-
neutral Hartree correction options seems to depend significantly on the choice of weight
function. Because many of the G2/97 molecules include hydrogen, there is a risk that
conclusions in this regard may be biased and generalize only to organic chemistry, and
not inorganic chemistry. Using the pseudo density, the rWLDA flavor seems to match
well the performance of PBE, both for the seven simple molecules and in the larger
data set of 141 molecules. When comparing the pseudo and all-electron density results
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of individual molecules, we see that the atomization energy is always overestimated
when using the pseudo density. This is of course natural, as the pseudo density is
smooth already before applying the weighting procedure to obtain the effective density.
All in all, we therefore expect the rWLDA, or one of the other flavors, to consistently
outperform the PBE with regards to atomization energies, not only for the seven simple
molecules, but also on the entire G2/97 data set. However, to test this hypothesis, we
need a scalable all-electron implementation of the WLDA correction.

8.6 Conclusions and outlook
In this work, we have shown that there does indeed exist ways of improving the accuracy
of the LDA functional based on the homogeneous electron gas, before moving on to
include density gradient corrections and kinetic energy density corrections. In this
sense, we propose the existence of an alternative Jacob’s ladder of DFT, where the rungs
following the LDA do not belong to the GGA and meta-GGA semi-local functionals,
but rather a new class of nonlocal functionals that seek to improve on the ALDA kernel
for the HEG, before moving on to consider the atomic limit.

Using a weighted density scheme, we have developed the GWLDA class of functionals
specifically to truncate the HEG Hxc kernel in reciprocal space in order to improve
the description of the HEG coupling-constant averaged correlation hole. Not only do
the developed kernels approach an accurate description of the HEG correlation hole,
we have also shown that the corresponding xc energy functionals consistently improve
the LDA performance in the atomic limit, in some cases even outperforming the PBE.

However, to appropriately validate the performance of the WLDA for a wider variety
of systems, further method development is needed. We need to go beyond a brute
force evaluation of the true and effective densities on a regular real-space grid, and
instead implement a more tractable density representation, possibly relying on the
PAW method. This could pave the way for benchmarks of e.g. lattice constants,
cohesive energies, band gaps, noncovalent interactions and exchange splittings. One
may also test the GWLDA functionals and kernels for the purpose of evaluating total
energies using the ACFD framework, performing real-time propagation TDDFT or to
compute quasi-particle dispersion relations for plasmons and magnons.

One of the great advantages of the GWLDA framework is, that the functional forms
are simple and easy to interpret, yielding also an accessible way of fine tuning the
functionals in terms of the weight function ϕ(r, n). In this regard, we see two possible
routes for the framework: (1) That of a universal WLDA functional, fulfilling as many
exact constraints as possible. (2) That of an optimized WLDA functional, minimizing
the error on a set of scientifically relevant material properties. In terms of the first
route, one could e.g. make an effort to normalize the WLDA exchange-correlation
hole, find a functional form without a leaky xc potential and consider the correlation
hole of the spin-polarized homogeneous electron gas in addition to the spin-paired.
With a universal WLDA functional in hand one may also try to add density gradient
corrections and kinetic energy density corrections to the functional in order to further
climb the ladder towards chemical accuracy.



CHAPTER 9
Atomic simulation recipes

The final contribution to the present thesis relates to the continuous effort of the
CAMD section to develop community open-source Python software providing accu-
rate, modular and scalable computer implementations of electronic structure methods
and workflows. As a part of this effort, we have developed the ”Atomic Simulation
Recipes” (ASR) library, which is documented in Publication [D]. The ASR framework
aims at providing the user with a range of flexible easy-to-implement tools that can
help integrate individual computational steps seamlessly into a larger computational
workflow, while automatically providing a long range of useful functionality such as
caching and data provenance without any noteworthy developmental overhead.

Once more, we will rely on the publication itself to present the details of the work
and in the main text only highlight some of the major benefits of the ASR framework
with respect to the present project scope. In particular, the computational workflow
behind a magnon spectrum calculation is outlined, and it is illustrated how the magnon
workflow can be integrated into the ASR framework, simply by decorating separate
Python functional calls to the GPAW electronic structure code with a Python function
wrapper. This automatically provides the magnon workflow with a caching mechanism,
logging of metadata for data provenance, a command-line interface (CLI) as well as
automatic packaging of the data in form of an interactive database that can be shared
and reused according to the FAIR Data Principles [104].

9.1 Publication D: Atomic Simulation Recipes – A
Python framework and library for automated
workflows

The ASR framework has been designed and developed with two major objectives in
mind: (1) To provide the necessary computational infrastructure to streamline high-
throughput screening studies (in particular the computational 2D materials database
project [105, 106]). (2) To provide an attractive framework in which the property
specific expertise of individual researchers can be collected into a library of easy-to-use
material simulation recipes.

By providing a common framework for computational material property recipes, in-
dividual researchers can bundle their expert-level insights regarding the computation
of a specific material property into a recipe, such that other researchers without much
domain specific experience can compute the same property in an effective, accurate and
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robust way. With such a library of recipes, high-throughput studies as well as in-depth
material research can leverage the build-up cohort experience of many individual re-
searchers to perform the electronic structure calculations in a reliable and reproducible
way. Furthermore, the conduction of a high-throughput study then simplifies to the
design of a combined Python workflow script for the evaluation of a number of mate-
rial property recipes, running the workflow at one or several super-computing facilities,
before collecting the generated material data into an ASR database. It should be men-
tioned, that the ASR does not in itself perform workflow management at the scheduler
level of a super-computing cluster. Instead, ASR is designed to integrate with the
MyQueue scheduler front-end and task based workflow manager [107].

9.1.1 Structure of a recipe
In the ASR framework, a Recipe is simply a Python script that includes a number of
Python functions, one of which composes the main function which is executed when
running the script. For any modular Python code, all tasks can essentially be formu-
lated in terms of such a script. In particular, this is the case for all material simulation
tasks, which can be performed by using an Atomic Simulation Environment (ASE)
[108] Calculator object with a given electronic structure code. Over the years, plenty
of such first principles calculation scripts have been developed, and with ASR it should
be as simple as possible to convert a polished Python script into an ASR Recipe, which
then wraps the script in a common ASR interface as well as caching functionality, log-
ging of metadata and so forth. In order to do so, we ask the developer to conform to a
set of simple design rules and principles, hopefully without imposing any fundamental
constraints in terms of scripting flexibility.

We ask the developer to think about a Recipe as a list of Instructions that needs
to be followed in order to produce a specific material property. Each simulation task
which takes a well-defined set of inputs and produces a result with stand-alone value,
should be written as its own separate Python function. By decorating the function
with a Python function wrapper supplied by the ASR library, the function becomes
an ASR Instruction. Once an ASR Instruction, the function can be evaluated through
the CLI and is wrapped in a caching layer, meaning that if the same Instruction
is called multiple times with the same inputs, only the first call triggers an actual
evaluation of the function. The result produced by the first call to the Instruction
is stored in the cache as an ASR Record (including a long list of metadata), which
is then read and returned at all subsequent calls of the Instruction with exactly the
same inputs. The main Instruction of a Recipe will then typically call a list of other
Instructions (its dependencies) to provide the necessary ingredients that it needs in
order to calculate a certain material property. At the most basic level of ASR, this is
all the development needed in order to produce a Recipe: Divide separate tasks into
separate Python functions, wrap them in an ASR decorator and combine their results
in a main function, producing the desired material property. At this point, the reader
will likely benefit from consulting Figure 2 of Publication [D], which can be found on
page 147 of the thesis.
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9.1.2 Constructing a magnons recipe
To give a concrete example of the ASR Recipe structure, we present here the computa-
tional steps needed in order to compute the transverse magnetic susceptibility in the
GPAW code. It should be mentioned that an actual asr.magnons recipe has not yet
been added to the ASR Recipe library. Instead, the calculations conducted in the work
leading to this thesis have utilized an early prototype of the ASR code. This is mostly
due to the fact that the first stable version of the ASR software package has yet to be
released.

For the magnons Recipe, it is assumed that an ASE Atoms object characterizing the
material in question has been prepared and written as a structure file in a specific
directory. The written Atoms object should also contain a list of initial magnetic
moments for each atom corresponding to the magnetic ground state of the system.
Computing the magnon spectrum then consists of the following Recipe Instructions:

1. gs (ground state). Compute the self-consistent ground state density and mag-
netization of the material. Important input parameters: k-point grid and xc
functional (LSDA or LSDA+U with a specific value for U).

2. es (excited states). Converge additional unoccupied Kohn-Sham orbitals. Im-
portant input parameters: Number of empty-shell bands. Dependencies: gs.

3. qpoints. Generate a list of all wave vectors q that are commensurate with the
ground state k-point grid along a specific high-symmetry path. Important input
parameters: High-symmetry path. Dependencies: gs.

4. tms. Compute the transverse magnetic susceptibility at a given wave vector
q. Important input parameters: Plane wave cutoff, broadening parameter η, fre-
quency grid, q-id on the high-symmetry path and xc kernel (ALDA or λALDA+U).
Dependencies: es and qpoints.

Here, the tms Instruction represents the main function of the Recipe, which is directly
executed when the Recipe is called from the CLI. In addition to the dedicated tms
input parameters, it also takes as input the parameters of all its dependencies (and
the dependencies of its dependencies and so on...). When the tms Instruction is called
to compute the transverse magnetic susceptibility, it calls first the es Instruction to
provide the LR-TDDFT calculation with the necessary ground state DFT ingredients.
The es then calls the gs recipe to compute the ground state density and magnetization,
before the es Python function itself converges the extra unoccupied bands and returns
the full set of Kohn-Sham single-particle eigenstates to the tms Instruction. When the
qpoints Instruction is called next, the gs Instruction has already been called once and
the existing gs result is simply returned from the cache so that the qpoints Instruction
can find wave vectors that are commensurate with the gs k-point grid. Lastly, the tms
functionality computes the transverse magnetic susceptibility at the given wave vector
q. When running the tms Recipe at a later time using a different wave vector q or a
different frequency sampling, the gs, es and qpoints Instructions will be called once
more, but as the results already exist in the cache, no further computations are needed.
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In the tms Recipe outlined above, one may wonder why the gs and es instructions
are separated. This is done in order to make the library of Instructions as flexible
as possible. As an example, a band structure Recipe or a projected density of states
Recipe might not benefit from the calculation of any additional unoccupied Kohn-Sham
orbitals, meaning that they will want to call only the gs Instruction. Furthermore,
if one needs to conduct a convergence analysis for the number of empty shell bands
included in the tms calculation, but at a fixed k-point density, only the gs result can be
directly reused from the cache in all calculations. For this reason, the gs computational
step is said to have stand-alone value and should be its own Instruction in the ASR
framework.
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A B S T R A C T   

The Atomic Simulation Recipes (ASR) is an open source Python framework for working with atomistic materials 
simulations in an efficient and sustainable way that is ideally suited for high-throughput projects. Central to ASR 
is the concept of a Recipe: a high-level Python script that performs a well defined simulation task robustly and 
accurately while keeping track of the data provenance. The ASR leverages the functionality of the Atomic 
Simulation Environment (ASE) to interface with external simulation codes and attain a high abstraction level. We 
provide a library of Recipes for common simulation tasks employing density functional theory and many-body 
perturbation schemes. These Recipes utilize the GPAW electronic structure code, but may be adapted to other 
simulation codes with an ASE interface. Being independent objects with automatic data provenance control, 
Recipes can be freely combined through Python scripting giving maximal freedom for users to build advanced 
workflows. ASR also implements a command line interface that can be used to run Recipes and inspect results. 
The ASR Migration module helps users maintain their data while the Database and App modules makes it 
possible to create local databases and present them as customized web pages.   

1. Introduction 

As computing power continues to increase and the era of exascale 
approaches, the development of software solutions capable of exploiting 
the immense computational resources becomes a key challenge for the 
scientific community. In the field of materials science, ab initio elec-
tronic structure (aiES) calculations are increasingly being conducted in a 
high-throughput fashion to screen thousands of materials for various 
applications [1–16] and to generate large reference data sets for training 
machine learning algorithms to predict fundamental materials proper-
ties [17–22] or design interatomic potentials [23–26]. The results from 
such aiES high-throughput calculations are often stored in open data-
bases allowing the data to be efficiently shared and deployed beyond the 
original purpose [27–37]. 

While a few thousands of calculations can be managed manually, a 
paradigm in which data drives scientific discovery calls for dedicated 
workflow solutions that automatically submit and retrieve the calcula-
tions, store the results in organized data structures, and keep track of the 
origin, history and dependencies of all data, i.e. the data provenance. 
Ideally, the workflow should also attach explanatory descriptions to the 

data that allows them to be easily accessed, understood, and deployed – 
also by users with limited domain knowledge. 

Materials scientists from the aiES community are employing a large 
and heterogeneous set of simulation codes based mainly on density 
functional theory (DFT) [38]. These codes differ substantially in the way 
they implement and solve the fundamental physical equations. This is 
due to the fact that different types of problems require different nu-
merical approaches, e.g. high accuracy vs. large system sizes, periodic 
vs. finite vs. open boundary conditions, or ground state vs. excited state 
properties. In principle, the large pool of available aiES codes provides 
users with a great deal of flexibility and freedom to pick the code that 
best suits the problem at hand. In practice, however, the varying nu-
merical implementations and the diverse and often rudimentary user 
interfaces make it challenging for users to switch between the different 
aiES codes leading to a significant “code barrier”. 

To some extent, a similar situation exists with respect to materials 
properties. Although aiES codes provide access to a rich variety of 
physical and chemical properties, individual researchers often focus on 
properties within a specific scientific domain. While this may be suffi-
cient in many cases, several important contemporary problems 
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addressed by the aiES community are multi-physical in nature and 
require properties and insights from several domains. For example, 
evaluating the potential of a material as a photocatalyst involves an 
assessment of solar light absorption, charge transport, and chemical 
reactions at a solid–liquid interface. Calculating new types of properties 
for the first time is often a time-consuming process involving trial and 
error and the acquisition of technical, implementation-specific knowl-
edge of no direct benefit for the user or the overall project aim. This 
situation may result in a “property barrier” that hampers researchers’ 
exploitation of the full capacity of aiES codes. 

In this paper, we introduce The Atomic Simulation Recipes (ASR) – a 
highly flexible Python framework for developing and working with 
computational materials workflows. The ASR reduces code and property 
barriers and makes it easy to perform high-throughput computations 
with advanced workflows while adhering to the FAIR Data Principles 
[39]. There are already some workflow solutions available in the field, 
some of the most prominent being AFlow [30], Fireworks [40], AiiDA 
[41], and Atomate [42]. However, these are either designed for one 
specific simulation code and/or constitute rather colossal integrated 
entities, the complexity of which could represent an entry barrier to 
some users. The ASR differs from the existing solutions in several 
important ways, and we expect it to appeal to a large crowd of 
computational researchers, e.g. those with Python experience who like 
to develop their own personalized (workflow) scripts and databases, less 
experienced users who prefer plug-and-play solutions, and those who 
wish to apply non-standard methodologies, e.g. compute GW band 
structures or Raman spectra, but feel they lack the expertise required for 
using standard low-level codes. 

The basic philosophy of ASR is to prioritize usability and simplicity 
over system perfection. More specifically, ASR is characterized by the 
following qualities:  

• Flexibility: The Python scripting interface and high degree of 
modularity provide users with almost unlimited freedom for devel-
oping and deploying workflows.  

• Modularity: The key components of ASR, namely the workflow 
development framework (ASR core), the Database and App modules, 
the task scheduler (MyQueue), and the simulation codes, are sepa-
rate independent entities. Moreover, the Recipe library concept 
supports modular workflow designs and reuse of code.  

• Data locality: Generated data is stored in a special folder named . 
asr where it can be accessed transparently via command line tools 
(similar to Git).  

• Compatibility: For compatibility with external simulation codes, 
the ASR core is fully simulation code-independent while specific 
Recipe implementations communicate with simulation codes via the 
abstract ASE Calculator interface.  

• Minimalism and pragmatism: ASR is based on simple solutions 
that work efficiently in practice. This makes ASR fast to learn, easy to 
use, and relatively uncomplicated to adapt to future demands. 

At the core of ASR is the concept of a Recipe. In essence, a Recipe is a 
piece of code that can perform a certain simulation task (e.g. relax an 
atomic structure, calculate a Raman spectrum, or identify covalently 
bonded components of a material) while recording all relevant results 
and metadata. The use of Recipes makes it simple to run simulations 
from either Python or the command line. For example,  

$ asr run “asr.bandstructure –atoms structure.json”          

will calculate the electronic band structure of the material structure. 
json. Subsequently, the command  

$ asr results asr.bandstructure                                               

will produce a plot of the band structure. With two additional com-
mands, the ASR results can be inspected in a web browser, see example 

in Fig. 6. 
In practice, Recipes are implemented as Python modules building on 

the Atomic Simulation Environment (ASE) [43]. Recipes conform to 
certain naming and structured programming conventions, making them 
largely self-documenting and easy to read. To keep track of data prov-
enance, Recipes utilize a caching mechanism that automatically logs all 
exchange of data with the user and other Recipes in a uniquely identi-
fiable Record object. Not only does this guarantee the documentation 
and reproducibility of the results, it also allows ASR to determine 
whether a given Recipe task has already been performed (such that its 
result can be directly loaded and returned) and to detect if a Recipe task 
needs to be rerun because another piece of data in its dependency chain 
has changed. In addition, Recipes implement presentation and explan-
atory descriptions of their outputs and may also define a web panel for 
online presentation. 

The Recipes of the current ASR library cover a variety of computa-
tional tasks and properties (see Table 1). Most of the 40+ available 
Recipes utilize DFT. However, some Recipes do not involve calls to a 
simulation code (e.g. symmetry analysis or construction of phase dia-
grams) while others employ beyond-DFT methodology (e.g. the GW 
method or the Bethe–Salpeter equation). These library Recipes can be 
used “out of the box” or modified to fit the user’s need. New Recipes may 
be developed straightforwardly following the documentation and large 
body of available examples. Recipes can be combined into complex 
workflows using Python scripting for maximal flexibility and compati-
bility with ASE and other relevant Python libraries like PymatGen [44], 
Spglib [45] and Phonopy [46]. The Python workflows may be executed 
on supercomputers using the MyQueue [47] task scheduler front-end or 
other similar systems. 

The ASR contains a number of tools for working with the ASE 
database module, which makes it easy to generate and maintain local 
materials databases. Relying on the Recipes’ web panel implementa-
tions, these databases may be straightforwardly presented in a browser 
allowing for easy inspection, querying, and sharing of results on a local 
or public network. As an example of an ASR-driven database project we 
refer to the Computational 2D Materials Database (C2DB) [32,48].1 

While the core of ASR, i.e. the Recipe concept and caching system, is 
fully simulation code-independent, most Recipe implementations of the 
current library contain calls to the specific aiES code GPAW [49]. At the 
moment, among the Recipes calling an external simulation code, only 
the asr.relax and asr.stiffness Recipes generalize to all ASE calculators, 
which support the calculation of stresses and atomic forces. We are 
currently working on a generalization of the ASE Calculator interface 
which will decouple Recipe implementations from simulation codes. In 
the future, many Recipes will therefore work with multiple simulation 
codes. 

Another on-going effort is to generalize the organization of calcu-
lated results. For example results are currently presented mainly by 
material. This is practical for a database which primarily associates a 
number of properties with each material, but not for presenting sets of 
results parametrized over other variables than the material. These lim-
itations will be removed over the next releases. 

The rest of this paper is organised as follows: In Section 2 we provide 
a general overview of the main components of ASR. Section 3 zooms in 
on the central Recipe concept and its caching system while Section 4 
gives an overview of the currently available Recipes. In Section 5, the 
Database and App modules are described. Section 6 gives a brief pre-
sentation of the Computational 2D Materials Database as an example of 
an ASR-driven high-throughput database project and provides a few 
concrete examples of Recipe implementations. Section 7 describes the 
different user interfaces supported by ASR while Sections 8 and 9 
explain how ASR manages data migration and provenance, respectively. 
Sections 10 and 11 cover documentation and technical specifications. 

1 http://c2db.fysik.dtu.dk. 
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Finally, Section 12 summarises the paper and presents our future per-
spectives for ASR. 

2. Overview of ASR 

Fig. 1 shows a schematic overview of the main components of the 
ASR and their mutual dependencies. An arrow from X to Y indicates a 
direct dependence of Y on X, e.g. via function calls (Y calls X). The ASR 
modules have been divided into the ASR core modules (Cache and 
Recipe) and the ASR user interfaces (command-line interface, Python, 
Task scheduler front-end, and Apps). In addition, the ASR Database and 
Data migration modules contain tools for working with databases and 
maintaining data, respectively. 

Recipes implement specific, well defined materials simulation tasks 
as Python modules building on the ASE [43] and other Python libraries. 
A Recipe integrates with a Cache module that keeps track of performed 
tasks and manages all relevant metadata. The Cache also allows the user 

to inspect the data generated by a Recipe via the ASR command line 
interface (CLI) or using Python. Likewise, the Recipes may be executed 
directly from the CLI or called via Python scripts, the latter giving 
maximal flexibility and compatibility with existing Python libraries. For 
the purpose of high-throughput computations, advanced Python work-
flows combining several Recipes may be constructed and executed 
remotely using task scheduling systems like MyQueue [47]. 

The ASR Cache and Recipe modules work on a folder/file basis. This 
locality of data makes the ASR highly transparent for the user. The ASR 
Database module contains functions for converting the ASR data stored 
in a tree of folders into an ASE database and vice versa. The ASR App 
module generates web pages for online presentation, browsing and 
searching of the databases generated by the ASR Database module. 
Finally, the Data migration module provides tools for transforming data 
(results or metadata) to ensure backward compatibility when Recipes 
are updated. 

Table 1 
List of Recipes currently implemented in the ASR library. Most of the Recipes depend 
explicitly on the GPAW electronic structure code. The Recipes are grouped under thematic 
headings and listed in alphabetic order.  

Recipe name Description 

Atomic structure  
asr.database.duplicates Remove duplicate structures from a database 
asr.database.rmsd Root mean square distance between structures 
asr.dimensionality Dimensionality of covalently bonded substructures of a material 
asr.push Push atoms along specific phonon mode 
asr.relax Relax atomic structure 
asr.setup.defects Generate native point defects 
asr.setup.displacements Generate structures with a single displaced atom 
asr.setup.magnetize Initialize atomic magnetic moments 
asr.setup.reduce Reduce supercell to primitive cell 
asr.setup.symmetrize Symmetrize an atomic structure 
asr.structureinfo Extract structural information  

Thermodynamic properties  
asr.chc Constrained convex hull stability analysis 
asr.convex_hull Convex hull stability analysis 
asr.defectformation Formation energy of neutral point defect 
asr.fere Fitted elemental reference energies  

Mechanical properties  
asr.phonopy Phonon band structure and dynamical stability 
asr.piezoelectrictensor Piezoelectric tensor 
asr.stiffness Stiffness tensor  

Electronic properties  
asr.bader Bader charge analysis 
asr.bandstructure Kohn–Sham band structure 
asr.berry Various band topology invariants 
asr.borncharges Born effective charge tensor 
asr.deformationpotentials Deformation potentials (only for 2D) 
asr.dos Density of states 
asr.emasses Effective masses 
asr.fermisurface Fermi surface 
asr.formalpolarization Formal polarization phase 
asr.gs Electronic ground state 
asr.gw G0W0 quasiparticle band structure 
asr.hse HSE06 band structure 
asr.pdos Orbital projected density of states 
asr.proj_bandstructure Orbital projected Kohn–Sham band structure  

Magnetic properties  
asr.exchange Magnetic exchange coupling 
asr.magnetic_anisotropy Magnetic anisotropy 
asr.magstate Determine magnetic state  

Optical properties  
asr.bse Optical absorption from Bethe–Salpeter Equation (BSE) 
asr.infraredpolarizability Infrared polarizability (caused by vibrations) 
asr.plasmafrequency Plasma frequency (from intraband transitions) 
asr.polarizability Optical polarizability (caused by electrons) 
asr.raman Raman spectrum (first-order) 
asr.shg Second harmonics generation 
asr.shift Shift current  
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3. What is a Recipe? 

A Recipe is a Python module implementing the Instructions needed 
to obtain a particular result, for example to relax an atomic structure, 

calculate an electronic band structure or a piezoelectric tensor. This 
section describes the structure and main components of a Recipe. A 
schematic overview of the Recipe concept is shown in Fig. 2. 

Fig. 1. Schematic overview of the main modules of the ASR and their interrelations. ASR consists of a Python library of Recipes for materials simulations and a 
caching system for recording of results and metadata. Recipes are envisioned to communicate with simulation codes via ASE interfaces, although most current Recipe 
implementations contain parts that are specific to the GPAW code. An arrow from X to Y means that Y calls X. The blue frames on the Instructions of the Recipe box 
symbolise a caching layer that records all data flow to/from the Recipes. 

Fig. 2. A Recipe consists of a set of Instructions (see Fig. 3) implementing the computational steps needed to obtain a desired result. An Instruction may call other 
Instructions of the same, or separate, Recipes. An Instruction always returns a Record holding its result, normally represented as a Result data structure, together 
with the dependencies on other Instructions and all additional metadata required to trace back and reproduce the result. 
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3.1. Instruction 

An Instruction is to be understood as a Python function wrapped in a 
caching layer provided by ASR, see Fig. 3. Whenever an Instruction is 
called, the caching layer intercepts the input arguments and asks the 
cache whether the result of the particular Instruction call already exists 
(cache hit) or whether there are no matching results (cache miss). If a 
matching result exists (because it was calculated previously), the cach-
ing layer skips the actual evaluation of the Instruction and simply reads 
and returns the previously calculated result. In the case of a cache miss, 
the Instruction is evaluated, after which the result is intercepted by the 
caching layer and stored together with the relevant metadata in a Re-
cord object. The precise content of the Record object and the condi-
tions for a cache hit/miss are described in Section 3.3. 

One of the great benefits of this design is its simplicity. Because the 
Instruction/caching layer is implemented as a simple wrapper around a 
Python function, usage of the caching functionality requires minimal 
additional knowledge. In practice, this means that working with ASR 
and implementing new ASR Recipes becomes really simple. 

The caching system works on a per-folder basis (similar to Git): a 
cache is initialized by the user in a folder and any instruction evaluated 
within this folder or sub-folders will utilize this cache. This mimics the 
behaviour of the MyQueue task scheduler so as to maximize the synergy 
between these tools. In practice, the “one-cache-per-folder” system 
works well together with a “one-material-per-folder” structure. The 
latter is currently still a requirement for utilizing the Database func-
tionalities described in Section 5. However, the caching system can work 
with several atomic structures in the same folder as the cache can 
distinguish ASR tasks performed on different atomic structures. Data 
written by ASR is encoded as JSON. 

Any Instruction can be called directly by the user (from Python or the 
CLI), but special importance is given to the “main Instruction”. The main 
Instruction usually provides the primary interface for the user to the 
Recipe and returns the final result of the Recipe. Other Instructions are 
called by the main Instruction and evaluated as needed. These may be 
Instructions implemented in the Recipe itself but may also be In-
structions of separate Recipes. The main Instruction takes all input ar-
guments required by the Recipe and uses them to call other Instructions. 

Having multiple Instructions in a Recipe is usually motivated by code 
reusability or reduction of resources. The former is relevant when 
another Recipe needs to perform an identical Instruction (see Section on 
Dependencies). The latter is relevant when the task can be divided into 
Instructions with different resource requirements, in which case the 
separation may save computational time or resources. In particular, this 
is useful if a recalculation of a subset of the generated data is required. 

The input arguments of an Instruction comprise all the information 

required to specify its task. When calls to an external simulation code are 
involved, the input arguments include a code specification, the 
computational parameters like k-point density, basis set specification, or 
exchange–correlation (xc) functional, as well the atomic structure. 

An Instruction carries a version number to facilitate data migrations, i. 
e. transformations of the values or organisation of data produced by the 
Instruction. This may be required for backward compatibility when In-
structions are updated, see Section 8. 

3.2. Dependencies 

It often happens that an Instruction can benefit from the function-
ality implemented by other Instructions. An example is the main In-
struction of the “band structure” Recipe which calls an Instruction of the 
“ground state” Recipe to compute the electron density that the band 
structure should be based on. The caching layer logs whenever an In-
struction requests data from another Instruction and uses that infor-
mation to build a list of data dependencies. The data dependency list is 
stored in the Record object making it possible to trace what other 
pieces of data were used in the construction of the current result. 

Implementation of data-dependencies in Recipes requires no extra 
coding. Whenever an Instruction calls another Instruction, the caching 
layer will automatically intercept the call and (1) determine if there ex-
ists a matching Record (cache hit/miss); (2) log the data dependency by 
registering the unique IDs and revision UIDS (see Section 8) of any 
dependent Records. 

3.3. The Record object 

The Record object is the basic data unit of ASR. It stores the results 
of Instructions together with metadata documenting how the results 
were obtained, and is used by the cache system to identify already 
performed Instruction calls. The Record object contains the following 
information:  

• Result object (see Section 3.4)  
• Input arguments, if relevant including  

– Atomic structure  
– Simulation code specification  
– Computational parameters  

• Instruction version (see Section 8)  
• External codes versions  
• Randomly generated unique ID  
• Dependencies (see Section 3.2)  
• Revision History (see Section 8)  
• Execution time and resources (number of cores) 

Fig. 3. An Instruction is a Python function (orange) wrapped in a caching layer (light blue). When the function is called with a set of input arguments, the caching 
layer consults the cache to check if a Record for that exact function call already exists. In case of a cache hit, the Record is read and returned. In case of a cache 
miss, the function is evaluated and the Record is stored before it is returned. 

M. Gjerding et al.                                                                                                                                                                                                                               



Computational Materials Science 199 (2021) 110731

6

To identify a cache hit/miss when evaluating an Instruction, the 
caching layer searches the cache for Records with matching Instruction 
name, version, and input arguments. A cache hit is then defined as the 
existence of a matching Record. A recursive comparison is used to 
compare input arguments with those from existing Records within a 
small numerical tolerance for floating point numbers. Any later evalu-
ations of the Instruction with identical arguments will result in a cache 
hit. 

3.4. The Result object 

To store and document the result produced by a Recipe, ASR offers a 
Result object that wraps the actual result data (stored as a Python 
dictionary) in a simple data structure that also contains specification of 
the result data types along with short explanatory descriptions of the 
data. In addition, the Result object may implement methods to present 
itself in different formats, see below. Using the Result object is 
optional, but in practice all Instructions that return more than a simple 
object or value utilizes a Result object for improved data 
documentation. 

3.5. Presentation of results 

The Result object may implement presentation options of the result 
data in various formats, for example text to terminal, figures, and web 
panels. The ASR Database and App modules draw on the Recipes’ web 
panel implementation to create web pages for presenting, browsing, and 
distributing databases containing collected Result objects, see Sections 
5 and 6. This provides an efficient way of inspecting and sharing data as 
it is generated, which is highly practical for projects involving multiple 
collaborators. 

3.6. General principles for Recipe development 

To maintain and exploit the modular structure of ASR, the devel-
opment of new Recipes should follow a few general design principles. 
First, the task performed by a Recipe should be well defined and clearly 
bounded to make it easy to use in different contexts. It should always be 
considered whether the Recipe could be split into smaller independent 
Recipes that could be useful individually. Additionally, it is encouraged 
that Recipes are designed/programmed so as to be as broadly applicable 
as possible, e.g. with respect to the type of material (structure dimen-
sionality, chemical composition, magnetic/non-magnetic, metallic/ 
insulating, etc.). Any information required to define the simulation task 
should be included in the input argument of the Recipe, i.e. hard coding 
of parameters should be avoided. This should be done to ensure a flex-
ible use and enhance the data provenance (input arguments are stored in 
the Records). Recipes should employ conservative parameter settings 
as default to ensure that the results are numerically well converged in-
dependent of the application, e.g. material type. Finally, in order to keep 
ASR Recipes simple and easy-to-read, and in order to enhance the 
modularity, code-extensive functionalities should be separated out into 
ASE functions and called from ASR whenever it is possible and sensible, 
i.e. when the ASE function is useful in other contexts than the specific 
Recipe. 

4. The Recipe library 

The ASR currently provides more than 40 complete Recipes allowing 
users to perform a broad range of materials simulation tasks ranging 
from construction and analysis of crystal structures over DFT calcula-
tions of thermodynamic, mechanical, electronic, magnetic, and optical 
properties to many-body methods for evaluating response functions, 
quasiparticle band structures, and collective excitations. A non- 
exhaustive list of available Recipes is provided in Table 1. It should be 
stressed that the list constitutes a snapshot of the current state of the 

Recipe library, which is continuously expanding. For example, we are 
currently developing Recipes for creating and modeling layered van der 
Waals structures and point defects in semiconductors. 

Most of the currently implemented Recipes rely specifically on the 
GPAW [49] electronic structure code. As previously mentioned, we are 
currently working on a generalisation of the ASE Calculator interface to 
make the Recipes – or a large portion of them – simulation code- 
independent. Until then, usage of ASR with other simulation codes 
than GPAW is possible by porting of existing Recipes or development of 
new ones. The amount of work involved will depend on the type of 
Recipe and the state of the ASE interface for the specific simulation code. 

A few specific examples of Recipe implementations are given in 
Section 6 where we outline the main computational steps and the final 
output of the asr.bandstructure and asr.emasses Recipes, 
respectively. 

5. The ASR Database and App modules 

The ASR Database and web App modules make it possible to pack-
age, inspect, share, and present ASR-driven projects easily and effi-
ciently. The main tools and opportunities provided by these modules are 
described in more detail below. 

5.1. Database 

The ASR Database module can be used to collect Record objects 
from a directory tree into an ASE database. This is achieved by the 
command asr database fromtree. The procedure assumes a “one- 
material-per-folder” structure, relying on the existence of an atomic 
structure file in each folder to select Records pertaining to that atomic 
structure. This assumption, which is not fundamental, was chosen as a 
practical solution given the data layout of the computational 2D mate-
rials database. Alternative, more general solutions are being explored. 
The Database module proceeds to collect atomic structure-Record data 
sets and assign them to a particular row of an ASE database. We shall 
refer to such a database as an ASR database. Once an ASR database has 
been collected, it is possible to define key–value-pairs and relate prop-
erty data to specific atomic structures. 

The Database module also enables the reverse operation, that is, 
unpacking an existing ASR database to a directory tree containing Re-
cord objects. This is achieved by the command asr database 
totree. The function is useful when continuing a project, e.g. because 
existing data must be updated or new data must be added, for which the 
database is available but not the original directory tree. Moreover, the 
Database module provides tools for merging and splitting databases. 

It is possible to collect a database for any number of materials/Re-
cord objects – even for a single material – and thereby take advantage 
of the App tools for presenting and inspecting results in a browser with 
no extra efforts. However, collecting databases is obviously most 
powerful in cases involving many materials/properties where the 
database makes it possible to search and filter the data via the defined 
key–value-pairs. 

The easy installation of ASE through the standard PyPI Python 
package manager makes the ASE database format highly accessible. 
Furthermore, the portability of an ASE database (via several backends, e. 
g. SQLite, PostgreSQL, MariaDB and MySQL) enables easy packaging 
and distribution of data among different parties. 

5.2. Web App 

The ASE provides a flexible and easily extensible database web 
application making it possible to present and inspect the content of an 
ASE database in a browser. ASR leverages this ASE functionality to 
customize the web application layout and provide more sophisticated 
features such as the automatic generation of web panels, generation of 
figures, and documentation of the presented data by utilizing the web 
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panel data structures encoded in the Result objects. Normally a Recipe 
generates one web panel. However, panels gathering data from several 
Recipes may be created. One example of the latter is the “Summary” 
panel of the C2DB web pages discussed in the next section. In this case, a 
number of Recipes write data to a web panel data structure named 
“Summary” in their Result object. This information is stored in the 
database when collected. When generating the C2DB web pages from 
the C2DB database, the App constructs all web panels that are defined in 
the data pertaining to a particular material. If several Recipes have 
written to the same web panel, the data will be combined in an order 
controlled by a priority keyword written together with the web panel 
data. 

5.2.1. Adding information fields 
To enhance the accessibility of the data, it is possible to add an 

explanatory description to specific data entries, i.e, key–value pairs and 
data files, of an ASR database. These descriptions will appear as text 
boxes when clicking a “?”-icon placed next to the data on the web panels, 
see Fig. 5. General information boxes for web panels are always gener-
ated by ASR. They contain a customised field that can be manually 
edited, e.g. providing a short explanation of the data presented in the 
panel and/or links to relevant literature, and an automatically generated 
field listing the ASR Recipes that have produced data for the web panel 
and the key input parameters for the calculations. An example of such an 
information box is shown in Fig. 5. 

5.2.2. Linking rows of databases 
ASR provides functionality to create links between rows of the same, 

or different, ASR databases. This allows the developer to connect rele-
vant materials when designing web panels such that the end user can 
move swiftly between them when browsing databases. For example, the 
asr.convex_hull Recipe creates the convex hull phase diagram of a 
material using an ASR reference database of stable materials (originally 
from the OQMD [28]), and creates a table with links to all the materials 
on the phase diagram. Other examples, could be to link different 
defective versions of the same crystalline material or different isomers of 
the same material/molecule. 

The links are defined in links.json files in the folders of the 
relevant materials. These files may be generated manually or automat-
ically using the Recipe asr.database.treelinks. When collecting 
the database, ASR reads the links.json file for each folder and stores 
the information in the Data dictionary of the corresponding row. The 
Recipe asr.database.crosslinks then creates links between rows 
of the collected database and rows of other databases that are given as 
input to the Recipe. When generating the web panels, ASR uses this 
information to generate hyperlinks in HTML format and present them in 
the web application for each material. 

6. High-throughput example: The C2DB 

In this section we present an example of what can be accomplished 
by the ASR in the realm of data intensive high-throughput applications, 
showcase some examples of ASR-generated web panels, and discuss two 
specific Recipe implementations. 

Historically, the ASR evolved in a symbiotic relationship with the 
Computational 2D Materials Database (C2DB) — an extensive database 
project organising various properties of more than 4000 two- 
dimensional (2D) materials [32,48]. 

The C2DB distinguishes itself from existing computational databases 
of bulk [28–30] and low-dimensional [50,15,51] materials by the large 
number of physical properties available. These include convex hull di-
agrams, stiffness tensors, phonons (at high-symmetry points), projected 
density of states, electronic band structures with spin–orbit effects, 
effective masses, band topology indices, work functions, Fermi surfaces, 
plasma frequencies, magnetic anisotropies, magnetic exchange cou-
plings, Bader charges, Born charges, infrared polarisabilities, optical 

absorption spectra, Raman spectra, and second harmonics generation 
spectra. The use of beyond-DFT theories for excited state properties (GW 
band structures and BSE absorption for selected materials) and Berry- 
phase techniques for band topology and polarization quantities (spon-
taneous polarization, Born charges, piezoelectric tensors), are other 
unique features of the C2DB. 

Building the first version of C2DB without a fully functioning 
workflow framework was a long and painstaking endeavour, but abso-
lutely critical for the successful development of the ASR. Today, the 
entire C2DB project can be generated by a single (MyQueue) Python 
workflow script comprising a sequence of ASR Recipe calls and simple 
Python code for controlling and directing the workflow via statements 
like “if band_gap  > 0:”. Relying on the MyQueue task scheduler (see 
Section 7.3), generation of the C2DB is accomplished by the single 
command “mq workflow c2db_workflow.py tree/*/*/*/”, which 
will submit the C2DB workflow in folders matching the pattern tree/ 
*/*/*/. With the current C2DB workflow, this statement will launch up 
to 23 unique Instructions for each of the 4047 materials amounting to a 
total of 59822 individual aiES calculations (some Recipes like phonon 
and stiffness calculations launch multiple aiES calculations). When the 
current workflow is run with the GPAW code, about 258 calculations are 
unsuccessful (most often due to convergence errors in the self- 
consistency DFT cycle) corresponding to a success rate of 99.5%. 

Apart from the data provenance control that ensures the documen-
tation and reproducibility of the data, there are two aspects of the ASR 
that are particularly crucial for making high-throughput computations 
work efficiently in practice. First, the caching functionality ensures that 
Recipes which have already been performed are automatically skipped 
by ASR (unless something in the input for a Recipe has changed since it 
was last executed). This means that only a single workflow script needs 
to be maintained and submitted every time something has been 
changed, e.g., new materials have been added, the workflow script has 
been updated, it has been decided to rerun certain tasks with new pa-
rameters, or a Recipe has been modified. Such functionality is essential 
because running and maintaining high-throughput projects inevitably 
requires that subsets of calculations are repeated at different points in 
time. Secondly, the carefully designed and well tested Recipes minimise 
the number of unsuccessful calculations and the risk of human errors. 

6.1. Recipe and web page examples 

Below we present a few examples of output generated by the ASR- 
C2DB workflow (for a full impression we refer the reader to the C2DB 
website). 

6.1.1. Search page 
Fig. 4 shows the C2DB search page, which consists of a search/ 

filtering section followed by a list of the database rows presented by a 
selected number of key–value pairs. Clicking one of the highlighted key 
names once (twice) will sort the rows in increasing (decreasing) order of 
that key. Which keys should be shown by default can be customized, but 
the user can always add extra keys via the “Add column” button. By 
default, the search page generated by the ASR App module will contain 
only the search field in the upper section, but additional fields or buttons 
may be added for easy filtering according to the most relevant 
parameters. 

6.1.2. “Summary” panel 
Fig. 5 shows the C2DB web page for monolayer MoS2. All the web 

panels produced by the various Recipes of the workflow are seen, but 
only the “Summary” panel is unfolded. This panel is designed to provide 
an overview of the most basic properties of the material, and gathers 
data from the Result objects generated by the following Recipes: asr. 
gs, asr.gw, asr.hse, asr.phonons, asr.magstate, asr. 

stiffness, asr.convex_hull and asr.structureinfo. 
Fig. 5 also shows the information box of the “Effective masses” web 
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panel. It contains a short explanation of the effective mass tensor and 
how it is evaluated by the Recipe as well as a link to a relevant paper. 
The automatically generated part shows that the panel contains data 
generated by the asr.emasses Recipe. The two fields at the top of the 
page “Download raw data” and “Browse raw data” provide access to the 
entire data set comprised by all Result objects of the specific material 
entry of the database. 

6.1.3. “Band structure” Recipe 
As another example, Fig. 6 shows the “Electronic band structure” 

panel for monolayer CrW3S8 as calculated and presented by the Recipe 
asr.bandstructure. The band structure is calculated with the PBE 
xc-functional including spin–orbit interactions. The out-of-plane spin 
projections of the states is shown by the color code. The main compu-
tational steps carried out by this Recipe are:  

• Perform a self-consistent ground state calculation (by calling the 
calculate Instruction of the ground state Recipe asr.gs) to 
obtain a converged electron density.  

• Determine crystal symmetries and corresponding band path (uses 
ASE functionalities).  

• Calculate the Kohn–Sham eigenvalues along the band path. For 
magnetic materials, this step calls the Recipe asr.magnet-
ic_anisotropy to obtain the magnetic easy axis for evaluating spin 
projections.  

• Call the main Instruction of the ground state Recipe to get the Fermi 
level (in 3D) or the vacuum level (in  < 3D) for use as zero-point 
energy for the band structure. 

In addition to these computational steps, the main Instruction of the 
Recipe formats two figures to present the band structure itself and the 
Brillouin zone with the band path and the positions of the valence band 
maximum (VBM) and conduction band minimum (CBM). Note that the 

position of the VBM and CBM, as well as a number of other properties 
like the band gap and band edge energies (not shown), are determined 
by the Recipe asr.gs, which is called by asr.bandstructure. 

6.1.4. “Effective masses” Recipe 
Fig. 7 shows a screenshot of the “Effective masses” panel for mono-

layer CrW3S8 generated by the Recipe asr.emasses. The effective 
mass tensor is calculated with the PBE xc-functional including spin–orbit 
interactions. The color code represents the spin projections along the z- 
axis. In addition to the effective masses themselves, the Recipe evaluates 
a “band parabolicity” parameter defined as the mean absolute relative 
error (MARE) between the parabolic fit and the true bands in an energy 
range of 25 meV. The main computational steps carried out by this 
Recipe involve three subsequent k-point grid refinements; specifically:  

• Perform a self-consistent ground state calculation on a uniform k- 
point grid (by calling the calculate Instruction of the Recipe asr. 
gs) to obtain a converged electron density as well as Kohn–Sham 
band energies.  

• Locate the preliminary positions of the VBM and CBM and calculate 
band energies on a higher-density k-point grid around the VBM and 
CBM to locate the VBM and CBM positions with higher accuracy.  

• Define final high-density k-point grids in the vicinity of the VBM and 
CBM points, and calculate band energies.  

• Locate VBM and CBM and fit bands by second-order polynomial 
using band energies in an energy range of 1 meV from the band 
extremum. 

• Calculate band structures for the web panel and evaluate the “par-
abolicity parameter”. 

It should be noted that even though effective mass calculations 
appear to be a simple task, it is surprisingly tricky to design a scheme 
that performs efficiently, robustly, and accurately across all types of 

Fig. 4. The search page of C2DB with the first few rows of the database shown below. The default web page generated by ASR includes only the top most search field, 
but the panel can be customized by additional fields and buttons for more convenient data filtering. 
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Fig. 5. Screenshot of the web page for monolayer MoS2 from the C2DB project (only the “Summary” panel is unfolded). The panel presents data from the Result 
objects generated by the following Recipes: asr.gs, asr.gw, asr.hse, asr.phonons, asr.magstate, asr.stiffness, asr.convex_hull, asr. 
structureinfo. 
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band structures including flat bands, highly dispersive bands, highly 
anisotropic bands, and bands exhibiting complex spin–orbit effects like 
Rashba splittings. 

6.1.5. General comments 
In contrast to the “Summary” panel, which has been customized for 

the C2DB project (that is, the web panel sections of the relevant Recipes 
have been appropriately adjusted), the “Electronic band structure” and 
“Effective masses” panels are the default web panels produced by the 

asr.bandstructure and asr.emasses Recipes, respectively. 
The examples given here concern two-dimensional (2D) materials. 

However, the Recipes asr.bandstructure and asr.emasses (like 
all other Recipes of the current ASR library) apply also to 1D and 3D 
materials, as well as 0D where it is meaningful. As mentioned in Section 
3.6, this kind of generality should always be strived for when designing 
Recipes. Achieving this may be straightforward or more involved 
depending on the Recipe. The Recipe for the stiffness tensor represents 
an easy case, where the dimensionality merely dictates the number of 

Fig. 6. Screenshot of the “Band structure” panel for monolayer CrW3S8 from the C2DB project. The web panel contains data computed by the asr.band-
structure Recipe. 

Fig. 7. Screenshot of the “Effective masses” panel for monolayer CrW3S8 from the C2DB project. The panel contains data computed by the asr.emasses Recipe.  
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axes along which the material must be strained. The Recipe for the band 
structure is more involved in this regard, as the determination of the 
band path requires separate treatments in 2D and 3D as does the 
determination of the spin projection axis (in 2D the out-of-plane direc-
tion is a natural choice while in 3D the magnetic easy axis is more 
appropriate). 

7. User interfaces 

The ASR can be used via four different interfaces, c.f. Fig. 1: A 
command line interface (CLI), a Python interface, a task scheduling 
front-end, and an app-based interface. Below we describe each interface 
in more detail. 

7.1. The CLI 

The CLI provides convenient commands for easy interaction with 
ASR via the cache and run subcommands. The cache subcommand 
allows inspection of the Records stored in the cache, in particular their 
Result data. For example, $ asr cache ls name=asr.gs will list all 
Records produced by the “ground state” Recipe. The run subcommand 
can be used to execute Recipes directly from the command line. For 
example, $ asr run asr.gs will run the ground state Recipe. 

7.2. Python interface 

The Python scripting interface allows inspection of Records and 
execution of Recipes directly from Python. This makes it possible to 
implement more complex logic and integrate directly with ASE and any 
other tools in the user’s Python toolkit. 

7.3. MyQueue interface 

For high-throughput computations, ASR can be used in combination 
with a workflow manager that can handle the interaction with the 
scheduler of the supercomputer, such as Fireworks [40] or MyQueue 
[47]. The latter is a personal, decentralized, and lightweight front-end 

for schedulers (currently supporting SLURM, PBS, and LSF), which has 
been co-designed with ASR. MyQueue has a command line interface, 
which allows for submission of thousands of jobs in one command and 
provides easy-to-use tools for generating an overview of the status of 
jobs (‘done’, ‘queued’, ‘failed’ etc.). It also has a Python interface that 
can be used to define workflows. A Python script defines a dependency 
tree of tasks that MyQueue will submit without user involvement. The 
dependencies take the form: “if task X is done then submit task Y”. 
MyQueue works directly with folders and files, which makes it trans-
parent and easy to use. Together ASR and MyQueue provide a powerful 
and extremely flexible toolkit for high-throughput materials 
computations. 

Individual Instructions of the Recipes may be defined as separate 
MyQueue tasks, such that computational resources can be specifically 
dedicated each Instruction ensuring a flexible and efficient execution of 
any workflow. It is, however, not a requirement to specify resources on a 
per Instruction basis, in which case the resources specified for the main 
Instruction will apply to all Instructions of the Recipe. 

7.4. App interface 

The App interface is a web-based read-only interface that allows the 
user to present and inspect the data stored in an ASE database on a local 
or public network. Distributing the data on a local network is convenient 
for larger projects and/or projects involving several users, as it allows 
for easy sharing and monitoring of the data as the project evolves. Once 
a project is finalized, the App may be used as a platform to present the 
data to the world via web pages. The data presentation used by the App 
is defined in the Result object of the Recipes. 

8. Data maintenance 

It sometimes happens that a Recipe, or one of its Instructions, has to 
be updated, e.g. because a bug has been detected or it has been found 
appropriate to store additional metadata. Such updates may imply that 
previously generated Records are no longer consistent with the current 
implementation of the Recipe. Depending on the nature of the change 

Fig. 8. To support data maintenance, ASR provides migration tools for bringing Records up-to-date with the latest version of the Instructions that produced them 
thereby avoiding recalculations whenever possible. The ASR migration procedure consists of the main steps: (1) Collect all MigrationSelectors from all available 
Instructions. (2) Select the migratable Records of the cache. (3) Determine a migration strategy (an ordered list of Migrations) for each migratable Record. 
(4) Apply transformation functions to migrate the Records and add them to the cache. (5) Update the revision history by a Revision object that documents the 
effect of the migration. 
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made to the Recipe, it may be possible to update the Record objects 
without rerunning the Recipe (data migration) or it may be necessary to 
rerun the entire Recipe or some of its Instructions (data regeneration). 

To support the migration of data, ASR implements a simple ver-
sioning system for Instructions. An Instruction is associated with a 
integer version number which is stored in the Record and identifies the 
version of the Instruction at the time of creation. When an Instruction is 
changed, its version number may be increased by the developer. Since 
the caching layer matches the current Instruction version number 
against Records in the cache (see Section 3.3), older Records would 
no longer yield cache hits and are then said to be invalidated. 

To facilitate the migration of invalidated Records, it is possible to 
specify Migrations that can be associated with an Instruction and 
thereby provide a way to bring old Records up to date. In practice, a 
Migration bundles a Record transformation function, a unique 
migration ID and a human readable description of the effect of the 
migration, see Fig. 8. In general, a Record transformation function 
induces a change to a Record. For example, this could be to convert a 
Record of version n to a later version n+1 without rerunning the In-
struction, but in general the effect of the transformation could be any-
thing. Use of transformation functions is typically possible when the 
update involves changes to metadata and/or data restructuring while 
the actual result of the Instruction is unchanged. 

When a Migration is applied to a Record, a Revision object is 
produced. A Revision contains a randomly generated UID, the UID of 
the applied Migration, an explanatory description of the changes 
made to the Record, and an automatically generated list of the Record 
entries that were changed, added or deleted. The auto-generated list of 
changes is constructed by comparing the Record returned by the 
transformation function to the input Record. 

Upon migration of a Record, a revision history is updated by the 
latest Revision and stored in the migrated Record. The revision his-
tory can be inspected by users to learn which revisions, if any, have 
previously been applied to a given Record. 

A Selector is used to identify the Records to be migrated, e.g. 
based on the Instruction name and version number. The Selector is 
bundled together with a Migration into a MigrationSelector, 
which can determine whether a particular Record matches the selec-
tion criteria of the Selector. To migrate a Record, ASR searches 
through all Recipes to collect their MigrationSelectors (if they 
have any) and apply them to the Record to find a “migration strategy”, 
i.e., which Migrations to be applied and in which order. The migra-
tion strategy is then encoded in a MigrationStrategy, which couples 
a particular Record to an ordered list of Migrations. The particular 
MigrationStrategy can then be applied to the Cache to execute the 
migration of the associated Record. 

ASR provides a simple CLI, via asr cache migrate, to analyse 
existing Records in the cache, and identify migratable Records. 

Whenever the asr version used in a given project is upgraded, a 
project participant should identify migratable Records, migrate them 
and then rerun the project workflow. Up-to-date Records will then be 
taken directly from the cache, whereas the Instructions with invalidated 
Records and no associated Migration, i.e. Records that the devel-
oper cannot migrate directly to the newest version, will be rerun. 

In order to minimize the computational cost of bringing data up-to- 
date with ASR, developers are strongly advised to supply Migrations 
with their Recipe updates whenever possible. 

To provide the best conditions for the long term deployment of ASR- 
generated data, the asr version of important projects should be 
upgraded regularly and the project workflow rerun. Obviously, this 
action may induce changes in the data. Whether this is acceptable or not 
is ultimately a strategic decision. However, for dynamic data projects, a 
regular version upgrade not only ensures that the data is of the highest 
quality, it also makes it easier for other parties to deploy the data 
because existing results (Records) can be reused directly with the 
newest version of ASR without having to rerun Recipes to bring the data 

up-to-date. 

9. Data provenance 

Simply stated, data provenance is the documentation of the cir-
cumstances under which a piece of data came into existence. This in-
cludes how the data originally was constructed, how the data has 
changed over time (also known as data-lineage) and a documentation of 
relevant system specifications such as architecture, operating system, 
important system packages, executables etc. If data provenance is 
handled perfectly, then data will in principle be reproducible, i.e. given 
access to exactly the same systems and software, any piece of data can be 
reproduced. In a scientific context, where reproducibility is key, data 
provenance is naturally very important. 

In ASR, the basic unit of data is the Record object, which connects 
the result of an Instruction with various pieces of contextual metadata, 
see Section 3.3. Taken together, the metadata tell the story of how the 
original Record came into existence (Instruction name/version and 
input arguments), which other Records were implicitly used for the 
construction of this Record (Dependencies), what external package 
versions were used, and how the Record has transformed over time 
(Revision history). For simplicity, since it would be outside the scope of 
ASR, system information is not stored with the Record, which, in our 
experience, is not practically relevant for the purposes of ASR. As such, 
we characterize ASR as practically, but not perfectly, data provenant. 

10. Documentation 

ASR itself is documented on Read the Docs. The data is documented 
through the Record and Result objects, see previous Section on data 
provenance. 

11. Technical specifications 

Some technical specifications are listed in Table 2. ASR can be 
installed via pip using the command pip install asr. 

ASR requires or is normally used with the following software:  

• Python libraries: ASE, numpy, matplotlib, plotly, flask, click  
• Computational and workflow software: GPAW or other ASE codes, 

MyQueue (SLURM/PBS/LSF)  
• Optional extras: spglib, phonopy, and pymatgen (for Recipes); jinja, 

mysql or other ASE database backends 

For community support see https://asr.readthedocs.io/en/late 
st/src/contact.html. 

12. Summary and outlook 

This article has introduced The Atomic Simulation Recipes (ASR) as 
an open source Python framework for developing materials simulation 
workflows and managing the data they produce. 

To facilitate the transition to a paradigm of data-intensive science, 
ASR was designed to support the development of materials simulation 
workflows that operate in accordance with the FAIR data principles, by 
providing tools and concepts that are general enough that they do not 
restrict the user whilst being concrete enough to make a real difference. 
The ASR achieves this through the notion of a Recipe: a general Python 

Table 2 
Technical specifications.  

Source code https://gitlab.com/asr-dev/asr 

Releases https://pypi.org/project/asr/ 
License GNU GPLv3 or newer (free software) 
Documentation https://asr.readthedocs.io/en/latest/  
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script that performs a well defined simulation task and is wrapped in a 
caching layer that logs all relevant metadata without involving the user. 
This construction places essentially no restrictions on the developer’s 
freedom to design and control the workflow, but resolves the critical and 
complex issue of keeping track of the data provenance. We stress that the 
core of ASR, i.e. the Recipe concept and the caching system, is fully 
simulation code independent. In particular, it is not tied to materials 
simulations and could potentially be useful in other areas of computa-
tional science. 

Beyond the built-in data documentation, there are many benefits of 
using standardized, well tested, and well documented Recipes. For 
example, it saves time and promotes a more sustainable scripting culture 
by reducing the need for individual researchers to write and maintain 
their own personal scripts (which can be hard for other to read and are 
often lost when the developer leaves the group). Furthermore, it reduces 
the risk of human errors and lowers the barrier for researchers to un-
dertake simulation tasks with which they have little prior experience. 

The fact that Recipes are independent units with own data prove-
nance control implies that they can be freely combined to create 
advanced workflows using Python scripting for maximal flexibility. Such 
workflows can be executed on supercomputers using a workflow man-
agement software that supports a Python interface. To this end, we have 
developed the MyQueue [47] task manager that works as a front-end to 
the most common schedulers (currently SLURM, PBS, and LSF). While 
MyQueue will resubmit jobs that have timed out or crashed due to lack 
of memory, code-related failures must be handled manually. In the 
future, ASR should integrate more closely with MyQueue to permit that 
errors from the simulation codes are automatically analysed and reacted 
upon. Along the same lines, an automated estimation of the HPC re-
sources (time/memory/nodes) required by individual tasks could limit 
the number of failed jobs and improve the utilization of resources. 

The current Recipe library already covers a wide range of materials 
simulation tasks and more are continuously being added. Of special 
importance are Recipes for advanced beyond-DFT calculations where 
the benefits in terms of a lowered user barrier, improved data quality, 
and increased utilization of computing resources, are particularly large. 
The Recipe concept should also be advantageous for implementation of 
machine learning methods that could integrate with ASR databases and 
“standard” Recipes to make for more intelligent and computationally 
efficient workflows. 

The ASR makes extensive use of the Atomic Simulation Environment 
(ASE) as a toolkit to process atomistic calculations. In particular, ASE is 
used as a front-end for ASR to communicate with external simulation 
codes. This has the clear advantage that ASR can become decoupled 
from the simulation codes. This decoupling is currently not in place, and 
the majority of the existing Recipe implementations contain code parts 
that are specific to the GPAW electronic structure code. To make ASR 
fully simulation code-independent, the ASE Calculator interfaces must 
be further generalized. This includes extensions of the interfaces to ac-
cess outputs of calculations as well as a systematic mechanism to control 
multi-step tasks. The adaptation of this interface to multiple codes will 
eventually require a community effort that we hope many code de-
velopers will take part in. Until then, Recipes must to some extent be 
code specific. 
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Summary
Starting from the basic Kubo theory for the generalized susceptibility, it has been shown
how one-body excitations to the ground state electronic structure of real materials are
accessible within the framework of linear response time-dependent density functional
theory. In terms of the electronic structure, both the fundamental fluctuations of the
system and the system’s response to weak external perturbations can be characterized
in terms of a single quantity, the four-component susceptibility tensor. Taking the
spin-density functional theory as a starting point, it is shown how the susceptibility
tensor can be computed in a simple procedure involving the calculation of the single-
particle Kohn-Sham susceptibility and the exchange-correlation kernel, from which the
many-body susceptibility is obtained through the inversion of a Dyson equation.

In particular, we have developed a computer implementation to calculate the trans-
verse magnetic susceptibility for collinear systems in the nonrelativistic limit using
the adiabatic local density approximation for the exchange-correlation kernel. The
implementation makes use of a plane wave basis, which in combination with the pro-
jector augmented-wave method in principle allows us to compute the susceptibility in
a given approximation without loss of generality. Through a meticulous numerical in-
vestigation of the Kohn-Sham Stoner continuum, we manage to show that the magnon
dispersion in itinerant ferromagnets can be converged in terms of all relevant computa-
tional parameters, once the gap error has been appropriately corrected for. This allows
us to make an accurate benchmark of the adiabatic local density approximation to the
magnon dispersion in the itinerant ferromagnets Fe, Ni, Co and MnBi as well as the
insulating antiferromagnet Cr2O3.

We show that a good correspondence with experiment is obtained for the dispersion
in Fe and Co, whereas the magnon dispersivity (at least along certain directions) is
overestimated by roughly a factor of two in both Ni, MnBi and Cr2O3. There are
various reasons for this shortcoming, but they all relate to the local approximation
for the exchange and correlation. In the case of MnBi, we manage to improve the
description by including a Hubbard correction, but for Ni and Cr2O3 such a correction
does not consistently improve the magnon dispersion.

Despite the shortcomings at the current level of theory, we are able to study itin-
erant electron effects in ferromagnets and antiferromagnets as well as investigate the
potential for materials engineering via doping and strain. In particular, the developed
methods have allowed us to study the magnon dispersion jumps induced by stripe-like
Stoner pair features in the Kohn-Sham spectrum, the Landau damping and disappear-
ance of magnons inside the Stoner continuum, the intense Stoner pair scattering of
antiferromagnetic Cr and the appearance of a novel collective mode of excitation in
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Cr which seems to elude the effect of Landau damping. In addition, we have rendered
it probable that the inherent magnetic frustration of MnBi places the material on the
interface of a magnetic phase transition to helical order and proposed how such a
phase transition may be realized using a Cr alloy, possibly in combination with uni-
axial compressive strain. We consider the latter conclusion an important achievement
of theoretical magnon spectroscopy as it required a unified treatment of both strongly
correlated short-range magnetic interactions as well as the long-range interactions from
the itinerant electrons in the system. Furthermore, it showcases the potential for the
theory to compliment experiments in terms of engineering the magnetic phases of com-
plex quantum materials.

Concurrent with our theoretical magnon spectroscopy studies, we have also developed
a new class of nonlocal functionals that rely on an effective weighted electron density
to improve the description of short wavelength correlation effects in the local density
approximation. We have shown that the so-called generalized weighted local density
approximation facilitates functionals with a nearly accurate description of the coupling-
constant averaged correlation hole of the homogeneous electron gas. Furthermore, the
same approximations seem to yield consistent improvements over the local density
approximation, also in the atomic limit. In particular, it seems that the functionals
may outperform the generalized gradient expansion for the atomization energies of
molecules.

Finally, we have presented a new Python framework, in which computational recipes
for the calculation of various material properties can be easily compiled into a powerful
library for high-throughput computations in particular, but also for material science
in general.



Outlook
Generally speaking, theoretical magnon spectroscopy is a young field of research with
a grand potential, but a high barrier of entry. By documenting the theoretical back-
ground in detail, we hope to have lowered this barrier, but even so, our computational
implementation leaves plenty of potential for improvement. As proposed in the thesis,
this may include an implementation of the linear tetrahedron interpolation method
to facilitate a faster convergence of the single-particle Stoner continuum. Similarly,
it is quite likely that plane waves provide a suboptimal basis representation for the
transverse magnetic susceptibility. In the future, one may want to look towards more
local basis sets, especially to enable the study of nano-structured materials such as the
emerging platform of magnetic two-dimensional materials. Such a development would
not just allow the treatment of larger systems, it could also bring the methodology
closer to a feasible use in a high-throughput setting, maybe relying on the Atomic
Simulation Recipes for the integration with a larger materials simulation workflow?

Improving the numerical efficiency of the computer implementation is one thing,
another is to increase the scope of the implementation. The underlying theoretical
framework does in principle generalize to noncollinear magnetic ground states, includ-
ing also relativistic effects such as the spin-orbit coupling. In such an extension of
the implementation, one could as an example study the coupling between magnon and
plasmon quasi-particles. However, already at the current stage there are plenty of
exciting possibilities for exploring new frontiers, both in terms of itinerant electronic
effects, such as the optical collective mode in antiferromagnetic Cr, but also in terms
of new materials. This could include a continued study of the magnetic frustration
in the transition metal pnictides, and may eventually lead to a study of the funda-
mental magnetic fluctuations in antiferromagnetic phases of matter that appear at the
interface of superconducting phase transitions.

For the weighted local density approximation, many similar considerations apply.
First of all, the focus should be to develop a feasible implementation of the functional
that can provide an accurate benchmark of its performance for a representative range
of materials and properties. Once such an implementation is realized, one can explore a
range of different functional flavors, both in the direction of universality and optimized
functional performance. However, already at the current stage, one could try to investi-
gate additional material properties which only require a minimal unit cell and therefore
a fewer number of plane waves in the basis representation. One such example could
be the lattice constants of elemental solids. Finally, it will be interesting to see, if the
weighted local density approximation can provide a new level of accuracy for methods
that currently rely on (semi-)local approximations to the kernel, such as the adiabatic
connection fluctuation-dissipation framework or theoretical magnon spectroscopy.



APPENDIXA
Spherically symmetric

systems and the
homogeneous electron

gas
In this appendix, a number of helpful identities are given for spherically symmetric
and uniform systems, including definitions of the Fourier transform. This is mostly
to aid the discussion of the homogeneous electron gas and the weighted local density
approximation. Along with the presented identities follows also some simple derivations
of key results.

A.1 Spatial Fourier transforms under spherical symmetry
Adopting the Fourier transform definitions in [A], the Fourier transform of a spherically
symmetric function f(r) = f(r) is without loss of generality calculated by assuming
q = q ez:

f(q) =
∫
dr f(r)e−iq ez·r = 2π

∫ π

0
sin θ dθ

∫ ∞

0
r2dr f(r)e−i cos θ qr

= 4π
∫ ∞

0
r2dr f(r) sin(qr)

qr
, (A.1)

with the inverse transform (assuming r = r ez):

f(r) =
∫

dq
(2π)3 f(q)eiq·ezr = 1

(2π)2

∫ π

0
sin θ dθ

∫ ∞

0
q2dq f(q)ei cos θ qr

= 1
2π2

∫ ∞

0
q2dq f(q) sin(qr)

qr
. (A.2)

Furthermore, the associated integral form for the Dirac δ-function is given by [109]:

δ(q − q′) = 2
π

∫ ∞

0
dr sin(qr) sin(q′r). (A.3)
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A.2 Correlation energy and hole for the homogeneous
electron gas

In the homogeneous electron gas, all one-point functions of position are constants
and two-point functions depend only on the distance between the points, for instance
χ(r, r′, ω) = χ(r − r′, ω) = χ(∆r, ω). The correlation energy per electron, ϵc(n), may
be calculated from Equation (7.40) by carrying out the frequency integration along the
imaginary frequency axis [40]:

Ec(n) =
∫
dr ϵc(n)n

= − h̄

2π

∫
dr
(∫

dr′ vc(r − r′)
∫ 1

0
dλ

∫ ∞

0
du [χλ(r − r′, iu) − χ0(r − r′, iu)]

)
.

(A.4)

By inserting the inverse Fourier transform (A.2) for vc(r), χ0(r, iu) and χλ(r, iu) re-
spectively, the Dirac δ-function (A.3) is identified, yielding a diagonal expression for
ϵc(n), also in reciprocal space:

ϵc(n) = −2h̄
n

∫ ∞

0
r2dr vc(r)

∫ 1

0
dλ

∫ ∞

0
du [χλ(r, iu) − χ0(r, iu)]

= − h̄

π2n

∫ ∞

0

q2

4π
dq vc(q)

∫ 1

0
dλ

∫ ∞

0
du [χλ(q, iu) − χ0(q, iu)] . (A.5)

Taking similar steps, one may start from Equation (7.47) and write the correlation
energy per electron in terms of the reciprocal space representation of the coupling-
constant averaged correlation hole:

ϵc(n) = 2πn
∫ ∞

0
r2dr vc(r)ḡc(r) = n

π

∫ ∞

0

q2

4π
dq vc(q)ḡc(q). (A.6)

Comparison with Equation (A.5) then yields a simple expression for the coupling-
constant averaged correlation hole of the homogeneous electron gas:

ḡc(q) = − h̄

πn2

∫ 1

0
dλ

∫ ∞

0
du [χλ(q, iu) − χ0(q, iu)] . (A.7)

A.3 Effective density of the hydrogen atom
In the hydrogen atom, the true electron density is spherically symmetric,

n1s(r) = 1
πa3

0
e−2r/a0 , (A.8)

meaning that we may evaluate the effective density (8.4) without loss of generality, by
assuming that r = rez. The distance |r−r′| is then expressed in terms of the spherical
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coordinates for r′:

|r − r′|2 = sin2 θ cos2 ϕ r′2 + sin2 θ sin2 ϕ r′2 + (r − cos θ r′)2

= r2 − 2 cos θ rr′ + r′2. (A.9)

With this, we rewrite the effective density (8.4):

n∗
1s(rez) =

∫ 2π

0
dϕ

∫ π

0
sin θ dθ

∫ ∞

0
r′2dr′ ϕ

(
r2−2 cos θ rr′+r′2, n1s(r′)

)
n1s(r′). (A.10)

The angular part of the integral can be carried out analytically (at least for the expo-
nential and gaussian weight functions), yielding the corresponding radial-component
weight functions,

ϕ(r, r′, n) =
∫ 2π

0
dϕ

∫ π

0
sin θ dθ ϕ

(
r2 − 2 cos θ rr′ + r′2, n

)
= 2π

∫ 1

−1
d(cos θ)ϕ

(
r2 − 2 cos θ rr′ + r′2, n

)
, (A.11)

such that the calculation of the effective density reduces to a single integral,

n∗
1s(r) =

∫ ∞

0
r′2dr′ ϕ

(
r, r′, n1s(r′)

)
n1s(r′), (A.12)

which then can be carried out numerically.



APPENDIX B
Supplementary WLDA

data
In this appendix, we supplement the WLDA data already presented in the main body
of the text.

B.1 Plane wave convergence of all-electron
atomization energies

In the main body of the text, the WLDA atomization energy convergence with plane
wave cutoff was presented for the H2, H2O and HF molecules calculated using the
Hartree correction as exchange option. In this section, we present data of the remaining
molecules as well as the Spin-neutral Hartree correction option.

B.1.1 Remaining molecules
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Figure B.1: WLDA atomization energies of the CO and O2 molecules as a function of
the plane wave cutoff, calculated with the exponential and gaussian weight functions, taking
the Hartree correction as exchange. For reference, a ±1 kcal/mol precision range is shown,
centered at the 4000 eV value.
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Figure B.2: WLDA atomization energies of the N2 and F2 molecules as a function of the
plane wave cutoff, calculated with the exponential and gaussian weight functions, taking
the Hartree correction as exchange. For reference, a ±1 kcal/mol precision range is shown,
centered at the 4000 eV value.

As shown in Figures B.1 and B.2, the CO, O2 and N2 molecules can all be converged
to within a precision of 1 kcal/mol using plane wave cutoffs in the range of 1600-2400
eV. On the contrary, the F2 molecule is merely approaching convergence at 4000 eV.

B.1.2 Spin-neutral Hartree correction
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Figure B.3: WLDA atomization energies of the H2, H2O and HF molecules as a function of
the plane wave cutoff, calculated with the exponential and gaussian weight functions, using
the Spin-neutral Hartree correction. For reference, a ±1 kcal/mol precision range is shown,
centered at the 4000 eV value.
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Figure B.4: WLDA atomization energies of the CO and O2 molecules as a function of
the plane wave cutoff, calculated with the exponential and gaussian weight functions, using
the Spin-neutral Hartree correction. For reference, a ±1 kcal/mol precision range is shown,
centered at the 4000 eV value.
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Figure B.5: WLDA atomization energies of the N2 and F2 molecules as a function of
the plane wave cutoff, calculated with the exponential and gaussian weight functions, using
the Spin-neutral Hartree correction. For reference, a ±1 kcal/mol precision range is shown,
centered at the 4000 eV value.

As shown in Figures B.3, B.4 and B.5, the plane wave convergence trends are not
only independent of the weight function, but also the choice of spin-polarization option
for the Hartree correction.
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B.2 Atomization energies with the pseudo density
In this section, we present the WLDA atomization energy performance on the G2/97
data set, calculated using the PAW pseudo density. In Tables B.1 and B.2, we give the
concrete atomization energies for the seven simple molecules also reported in the main
body of the text, while the overall performance metrics are listed in Table B.3.

LDA PBE WLDA@Exp. rWLDA@Exp. fWLDA@Exp. Expt.
CO 301 280 289 (285) 284 (280) 293 (290) 259
F2 78.4 66.1 46.3 (46.1) 45 (44.8) 57 (56.9) 38.4
H2 113 104 111 (120) 113 (122) 112 (118) 110
H2O 268 243 269 (276) 263 (270) 269 (273) 233
HF 162 148 163 (168) 160 (164) 163 (166) 141
N2 266 243 255 (244) 250 (239) 259 (251) 228
O2 179 161 148 (144) 145 (140) 158 (155) 120
ME 34 17 22 (22) 18 (19) 26 (26)
MAE 34 18 22 (22) 18 (19) 26 (26)
MARE 0.31 0.19 0.14 (0.15) 0.12 (0.13) 0.2 (0.2)

Table B.1: Atomization energies in kcal/mol calculated with a range of different xc func-
tionals and compared to experimental references taken from a previous benchmark study [57]
of the G2/97 data set. The WLDA corrections are calculated using the exponential weight
function and the pseudo density. Numbers in parentheses relies on the Spin-neutral Hartree
correction, otherwise the Hartree correction as exchange option is used.

LDA PBE WLDA@Gau. rWLDA@Gau. fWLDA@Gau. Expt.
CO 301 280 286 (282) 282 (277) 291 (288) 259
F2 78.4 66.1 51.7 (51.6) 50.7 (50.6) 60.6 (60.5) 38.4
H2 113 104 111 (114) 113 (116) 112 (114) 110
H2O 268 243 260 (261) 255 (256) 263 (263) 233
HF 162 148 158 (159) 155 (156) 159 (160) 141
N2 266 243 255 (244) 250 (239) 259 (251) 228
O2 179 161 152 (148) 149 (145) 161 (158) 120
ME 34 17 20 (18) 18 (16) 25 (24)
MAE 34 18 20 (18) 18 (16) 25 (24)
MARE 0.31 0.19 0.15 (0.14) 0.14 (0.13) 0.21 (0.2)

Table B.2: Atomization energies in kcal/mol calculated with a range of different xc function-
als and compared to experimental references taken from a previous benchmark study [57] of
the G2/97 data set. The WLDA corrections are calculated using the gaussian weight function
and the pseudo density. Numbers in parentheses relies on the Spin-neutral Hartree correction,
otherwise the Hartree correction as exchange option is used.
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ME MAE MARE
LDA 84.47 84.48 0.1987
PBE 26.3 26.94 0.08254
WLDA@Exp. 33.92 (41.33) 36.86 (44.37) 0.08873 (0.1001)
rWLDA@Exp. 22.92 (30.36) 27.32 (34.94) 0.07147 (0.08317)
fWLDA@Exp. 51.05 (55.91) 51.42 (56.31) 0.1203 (0.1275)
WLDA@Gau. 34.47 (32.64) 35.32 (33.62) 0.087 (0.08131)
rWLDA@Gau. 25.49 (23.67) 27.05 (25.39) 0.07129 (0.06566)
fWLDA@Gau. 51.32 (50.05) 51.32 (50.05) 0.1227 (0.1185)

Table B.3: Subset of the G2/97 atomization energy performance (141 molecules) listed in
kcal/mol. WLDA corrections are calculated using the pseudo density. Numbers in parentheses
uses the Spin-neutral Hartree correction. Otherwise the Hartree correction as exchange option
is used. Performance metrics are given with respect to the experimental references listed in a
previous benchmark study [57].
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In modern human life, we depend on a wide range of electronic technologies to perform vital
tasks such as to illuminate, refrigerate and communicate. Typically, we also have some intuition
for the physics behind: In a computer, for example, information is processed using currents of
electrons, a process governed by Ohm’s law. However, on the topic of magnetic materials and
technologies, many will instead blank. It is not that magnetic materials are not common in our
daily lives. Most people have seen how a piece of iron may be magnetized using a permanent
magnet, but one thing is to see, another to understand, and classroomexperiments inmagnetism
typically raise more questions than they answer: How do magnetic materials work? What can
we use them for? Why aren’t magnetic devices as common as electric ones?

It can be both frustrating and captivating to discover that a fundamental understanding of
magnetic properties requires quantum mechanics. In particular, an electron is not only charac-
terized by a position and velocity, but also a spin. That is, a direction in which it points. An atom is
magnetic, if it tends to have an excess amount of electrons pointing in a given direction, and a
material is magnetic, if it prefers the electrons of neighbouring magnetic atoms to align accord-
ing to a specific pattern. In ferromagnets, like iron, electrons of neighbouring magnetic atoms
tend to point in the same direction, but many more complicated patterns also exist in nature.

Now, similar to the fact that the water molecules of an ice crystal vibrate at finite temperatures,
only to form a perfect crystal in the temperature limit of absolute zero, the local orientation of
the electronic spins also fluctuates in a magnet at finite temperatures. These fluctuations are
characterized by the fundamental magnetic excitations of the magnet, that is, excitations that
form wave-like patterns in the spin texture of the material.

In this thesis, it is shown how onemay compute spin wave properties of arbitrary materials, start-
ing from the fundamentals of quantum mechanics. To this end, the theories of linear response
and time-dependent density functional theory are presented and combined into a computer
implementation in the open-source GPAW code. Beyond the fundamental theory, the thesis
presents a thorough benchmark of the code as well as state-of-the-art calculations of the spin
wave spectra in Fe, Ni, Co, MnBi, Cr and Cr2O3. Lastly, an effort to improve the core approxima-
tions of the theory, namely approximations to the exchange-correlation functional, is presented.
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