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Abstract
Our understanding of light-matter interactions enables a wide range of the technologies
that define modern life. Examples include lasers, solar cells and light emitting diodes,
all of which are likely to play a key role in our transition towards a more sustainable
society. In this thesis, light-matter interactions are studied using first-principles quan-
tum mechanical calculations. It is demonstrated how such calculations can be used
to both interpret novel experimental results and actively drive materials discovery for
opto-electronic applications. The thesis both presents new methodologies, as well as
novel applications of existing methodologies.

The quantum nature of light has traditionally been neglected in the context of con-
densed matter physics and quantum chemistry. However, it can become important
when the electromagnetic environment is structured in such a way as to host resonant
or confined modes of light. A particularly interesting version of this is how resonant
electromagnetic environments can be used to alter the electronic structure of mate-
rials, even in the absence of actual light. This happens as a result of the altered
quantum fluctuations of the electromagnetic field, and the effect is directly related
to the fundamental quantum nature of both light and matter. This thesis presents a
novel methodology combining Macroscopic Quantum Electrodynamics with different
flavors of Density Functional Theory. These results represent a step towards a fully
first-principles description of quantum light-matter interactions in arbitrary electro-
magnetic environments.

Cavity-QED with color centers in 2D hexagonal Boron Nitride is also investigated.
This investigation is carried out using a combination of the tensor network based
TEMPO algorithm for time propagation of open quantum systems and a first-principles
description of the electron-phonon coupling. This investigation shows that the fine
structure of the electron-phonon coupling’s spectral density manifests as clear signa-
tures of non-Markovianity in the dynamics of the coupled cavity-defect system. Further-
more, clear signs of hybridisation between the light-matter polaritons and the phonon
modes of the environment are found.

Another focus of this thesis is materials discovery for nano-photonic- and opto-
electronic applications. Using a combination of high-throughput computational screen-
ing, accurate many-body perturbation theory, experimental synthesis as well as near-
and far-field optical characterization, Boron-Phosphide is identified as an overlooked
high-performance material for near-UV dielectric nano-photonics.

The thesis also addresses the potential of indirect band gap semiconductors for pho-
tovoltaic applications. Combing a computationally efficient approximation of phonon-
assisted indirect absorption with high-throughput computational screening, 9 new com-
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pounds with potential use in future thin-film solar cells are identified.
New results from the Computational 2D Materials Database (C2DB) project are

also presented. Comparison with full phonon calculations validates the Center and
Boundary Protocol as a efficient tool to evaluate dynamical stability of relaxed 2D
atomic structures. Furthermore, it is shown that the protocol can be iteratively applied
to generate dynamically stable structures from unstable initial structures via systematic
dislocations of the lattice. Finally, the existing data in the C2DB is harnessed to train
a machine learning model for dynamical stability prediction. This model performs
very well, showing an excellent receiver operating characteristic (ROC) curve with an
area under the curve (AUC) of 0.9. The results show that the integration of such
classification models into the workflows can drastically reduce computational efforts in
high-throughput studies.

Furthermore, the elementary electronic excitations of layered PtSe2 were unravelled
using both momentum-resolved Electron Energy Loss Spectroscopy and first-principles
calculations. Additionally, it was shown how to turn theoretical considerations about
the momentum-dependence of the Coulomb interaction matrix elements into actionable
spectroscopic insight for 2D materials. This could potentially lead to new possibilities
in spectroscopy.

Finally, the thesis presents results from a large collaboration seeking to use van
der Waals (vdW) heterostructures under illumination of electrons from a Transition
Electron Microscope as a source of energy tunable X-ray radiation. It is shown that
the energy of the emission can be tuned both via the incoming electron energy and the
configuration of the heterostructure. This opens the door to highly tunable sources of
X-ray radiation with very small physical footprints compared to existing technologies.





Resumé
Vores forståelse af hvordan lys og stof vekselvirker muliggør en lang række af de teknolo-
gier, som definerer livet i den moderne verden. Som eksempler kan nævnes lasere,
solceller og lysemitterende dioder, der alle sandsynligvis vil spille en nøglerolle i vores
overgang til et mere bæredygtigt samfund. Denne afhandling undersøger lys-stof vek-
selvirkninger ved hjælp af kvantemekaniske beregninger. Det demonstreres, hvordan
sådanne beregninger kan bruges til både at fortolke nye eksperimentelle resultater,
og aktivt drive materialeopdagelse til optoelektroniske applikationer. Afhandlingen
præsenterer både nye metoder såvel som nye anvendelser af eksisterende metoder.

Lysets kvantemekaniske natur er traditionelt set blevet negligeret i faststoffysik og
kvantekemi. Den kan dog blive vigtig, når det elektromagnetiske miljø er struktureret
på en sådan måde, at det er vært for resonante lystilstande. En særlig interessant
version af dette er, hvordan resonante elektromagnetiske miljøer kan bruges til at æn-
dre den elektroniske struktur af materialer, selv i fravær af faktisk lys. Dette sker
som et resultat af de ændrede kvantefluktuationer i det elektromagnetiske felt, og
effekten er direkte relateret til, at både lys og stof fundamental set kræver en kvante-
mekanisk beskrivelse. Denne afhandling præsenterer en ny metodik, der kombinerer
makroskopisk kvanteelektrodynamik med forskellige varianter af tæthedsfunktionalte-
ori. Dette er et skridt imod en fuldstændig ab-initio beskrivelse af kvantemekaniske
lys-stof interaktioner i vilkårlige elektromagnetiske miljøer.

Kavitetskvanteelektrodynamik med farvecentre i 2D-materialer er også blevet under-
søgt. Dette blev gjort ved hjælp af en kombination af den tensornetværksbaserede
TEMPO-algoritme til tidsudbredelse af åbne kvantesystemer og en ab-inito beskriv-
else af elektron-fonon koblingen. Denne undersøgelse viser, at strukturen i elektron-
fononkoblingens spektrale tæthed manifesterer sig som klare signaturer af umarkovian-
itet i dynamikken i det koblede system. Ydermere findes der klare tegn på hybridisering
mellem lys-stof polaritonerne og miljøets fonontilstande.

Et andet fokus i denne afhandling er materialeopdagelse til nanofotoniske og optoelek-
troniske applikationer. Ved at bruge en kombination af høj gennemstrømnings beregn-
ingsscreening, nøjagtig mangelegeme forstyrrelsesteori, eksperimentel syntese samt nær-
og fjernfelts optisk karakterisering, identificeres Bor-Fosfid som et overset højtydende
materiale til dielektrisk nanofotonik i det synlige og ultraviolette spektrum.

Afhandlingen behandler også halvledere med indirekte båndgab til fotovoltaiske ap-
plikationer. Ved at kombinere en beregningsmæssigt effektiv tilnærmelse af fononas-
sisteret indirekte absorption med høj gennemstrømnings beregningsscreening, identifi-
ceres 9 nye materialer som potentielt brugbare i fremtidige tyndfilmssolceller.

Nye resultater fra projektet: Computational 2D Materials Database (C2DB) præsen-
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teres også. Sammenligning med fulde fononberegninger validerer Center og Boundary
Protocol som et effektivt værktøj til at evaluere dynamisk stabilitet af optimerede
2D atomstrukturer. Endvidere vises det, at protokollen kan anvendes iterativt til at
generere dynamisk stabile strukturer fra ustabile input strukturer via systematiske dis-
lokationer af gitteret. Afslutningsvis bruges de eksisterende stabilitetsdata i C2DB til
at træne en maskinlæringsmodel til at forudsige dynamisk stabilitet. Denne model
præsterer godt og viser en fremragende modtagerdriftskarakteristik (ROC) kurve med
et areal under kurven (AUC) på 0.9. Resultaterne viser, at integrationen af sådanne
klassifikationsmodeller i beregnings workflows kan reducere beregningsindsatsen drastisk
i høj gennemstrømnings beregningsscreeninger.

Ydermere blev de elementære elektroniske excitationer af det lagdelte materiale
PtSe2 optrevlet ved hjælp af både momentum-opløst elektronenergitabsspektroskopi
og ab-initio beregninger. Derudover blev det vist, hvordan man kan vende teoretiske
overvejelser om momentum-afhængighed af Coulomb interaktionsmatrixelementerne
til brugbar spektroskopisk indsigt for 2D-materialer. Dette kan potentielt føre til nye
muligheder inden for spektroskopi.

Endelig præsenterer afhandlingen resultater fra et stort samarbejde, der forsøger at
bruge van der Waals (vdW) heterostrukturer som en kilde til energiafstembar rønt-
genstråling. Det vises, at emissionens energi kan tunes både via den indkommende
elektronenergi og konfigurationen af heterostrukturen. Dette kan være med til at bane
vejen for energijusterbare røntgenkilder, som er meget kompakte sammenlignet med
eksisterende teknologier.
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Introduction
This thesis is about light-matter interactions. It is hard to know exactly where to
begin the story of how light and matter interacts. The reasons why it is interesting are
so numerous that it is hard to do it justice in the few lines that the introduction to a
Ph.D. dissertation can afford. What is certain is that light-matter interactions are an
extremely fundamental part of the world around us. It is the reason that we are able
to see, the reason that the sun is able to heat the earth, and the reason that plants are
able to convert sunlight into the sugars that ultimately feed every single organism on
earth.

Our understanding of light-matter interactions has also helped enable a wide range
of the technologies that define life in the modern world. One very famous and very
important example is the laser[1]. Lasers play a central role in a wide range of different
technologies. Along with our understand of how materials can be engineered to guide
light in optical waveguides, lasers form the backbone of data transfer on the internet[2].
Other important examples are solar cells and LED lighting, both of which are likely to
play a central role in the transition to a future sustainable society. What these examples
have in common is that they are made possible by our scientific understanding of how
light and matter interacts on a quantum level. In addition to being fundamentally
interesting, there is therefore good reason to study light-matter interactions from a
societal point of view.

Light is an electromagnetic wave of a certain frequency. Matter on the other hand
can take many forms. In all cases, it is made of atoms which consists of negatively
charged electrons and positive charged protons. The charge of these constituents means
that even though most materials are globally charge neutral, the matter can still re-
spond to the electromagnetic field carried by the light. At the heart of our theoretical
understanding of light-matter interactions lies quantum mechanics. This theory, which
grew from the work of the likes of Bohr, Planck, Schrödinger, Dirac and Heisenberg,
has managed to completely change our scientific understanding of the world around
us. Among other things, these efforts culminated in the theory of Quantum Electro-
dynamics (QED) around the middle of the twentieth century. QED is the fundamen-
tal theory describing charged particles and their interaction with the electromagnetic
field[3]. Since matter is made up of charged particles interacting with each other via
the electromagnetic field, this meant that the fundamental theoretical framework to
describe condensed matter physics and quantum chemistry was now at hand. Compar-
ing the situation to a game of chess, it was now known what the game pieces are and
how they move. This led the famous physicist Paul Dirac to playfully remark:

Quantum Theory has explained all of chemistry and most of physics.
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Paul A.M. Dirac

However, as with many things in life, the devil is in the detail. As is also the case in
chess, knowing what the pieces are and how they move is a far cry from understanding
all the intricacies of the game. It is also nowhere near the same as having an overview
of all the possible games that can exist. A good example of just how complicated
condensed matter physics can be is carbon. Carbon compounds comes in a wide range
of allotropes[4]. While all of the allotropes consist of the same basic building blocks,
carbon atoms, their difference in structure can result in extremely different properties.
In particular, carbon can be either one of the best conductors known to man (graphene),
or almost impossible to pass a current through (diamond).

Collectively, the properties of materials that result from the intricate way the charged
particles that make them up interact are called the electronic structure of the material.
This electronic structure dictates a materials interaction with light, and it can be
calculated using so-called first-principles or ab-initio methodology. First-principles
means that the only information going into the calculation is the atoms constituting
the material and their positions. This thesis presents examples of how these types
of calculations can be used to both interpret novel experimental results, and actively
drive materials discovery for different opto-electronic applications. Especially the latter
approach is only possible because computing power has advanced to the point where it
is possible to perform high-throughput calculations to determine material properties.
Part of the less glamorous, but equally important, work leading to this thesis has been
dedicated to how high-throughput computational workflows can be constructed and
potentially improved using techniques from Machine Learning.

Light can also be used to change material properties. A particularly interesting
version of this is how resonant electromagnetic environments can be used to alter the
electronic structure of materials, even in the absence of actual light in the cavity. This
happens as a result of the altered quantum fluctuations of the electromagnetic field in
such environments, and the effect is directly related to the fundamental quantum nature
of both light and matter[5, 6]. It also presents a uniquely challenging computational
problem because it becomes necessary to quantum mechanically treat both the light
and matter at the same high level of accuracy. The development of methods capable
of this is one of the central topics of the present thesis.

This thesis focuses on crystalline materials which can be treated with standard first-
principles methods. The thesis investigates both conventional 3D materials like silicon,
and the more novel 2D materials. 2D materials are a class of materials consisting of
atomically thin layers. Most 2D materials are naturally found as layered bulk crystals
wherein the layers are bound together by weak van der Waals (vdW) interactions. In
fact, the first example of a 2D material was graphene which was realized as a single
layer of a graphite crystal exfoliated from the bulk crystal using simple scotch tape[7].
Other well known examples of 2D materials are the Transition Metal Dichalcogenides
(TMD) monolayers MoS2, MoSe2, WS2 and WSe2[8]. The weak interlayer vdW bonds
means that different 2D materials can be stacked into almost arbitrary composite struc-
tures without regard to lattice matching. Such heterostructure represents a completely
unique and very versatile material platform called vdW heterostructures[9]. Addition-
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ally, the atomically tight confinement of the electrons in the out-of-plane direction
results in unique physical properties. Such structures can for example host excita-
tions with very confined electromagnetic fields[10, 11], strong exciton resonances[12],
and thickness tunable infrared emission originating from intersubband transitions with
large out-of-plane dipole moments[13]. This makes vdW heterostructures an interest-
ing platform to study strong quantum light-matter interactions.

Thesis Outline
The introduction concludes with an outline of the thesis. The main body of the thesis
is split into two parts. The first part of the thesis is the methodology part and it is
structured as follows:

1. The first chapter will discuss relevant aspects of Quantum Electrodynamics (QED)
which is the theory that governs light-matter interactions. Particular emphasis
is put of Macroscopic QED (MQED) which is the theory governing quantized
electromagnetism in the presence of lossy magnetoelectric backgrounds.

2. The second chapter discusses Density Functional Theory (DFT) as a practical
solution to address the many-body problem of interacting electrons and photons.

3. The third chapter discusses the linear response of a non-relativistic QED system
and its description in terms of the DFT construction.

4. The fourth chapter discusses ongoing work that seeks to combine concepts dis-
cussed in the first three chapters into a general method to describe practically
relevant electronic systems in real optical cavities from first principles.

5. The fifth chapter discusses dielectric screening in solids and its relation to different
kinds of spectroscopy. This discussion is build around a combination of linear
response theory and many-body perturbation theory.

6. The sixth chapter discusses the use of tensornetwork based methods to describe
cavity-QED for open quantum systems.

The second part of the thesis presents the main results from the papers included in this
thesis. This discussion is subdivided into three parts that group the papers thematically.
Copies of all the papers are provided at the end of the thesis.

7. The seventh chapter reviews Publications [I] and [VI] which can be labelled as
relating to quantum light-matter interactions. It should be mentioned that the
work presented in chapter 4 also falls within this same category.

8. The eighth chapter reviews Publications [II], [IV], [V] and [VII] which can be
labelled as relating to computational materials discovery.

9. The ninth chapter reviews Publications [III] and [VIII] which have both resulted
from collaborations with experimental colleagues.



CHAPTER 1
Quantum Electrodynamics

and Light Matter
Interactions

At a fundamental level, light-matter interactions are described by Quantum Electro-
dynamics (QED). This Chapter will discuss aspects of QED as it relates to condensed
matter physics and quantum chemistry. This means that the discussion will be re-
stricted to low-energy, non-relativistic QED.

QED is fundamentally a quantum theory of both the matter and the electromag-
netic field. Nevertheless, the quantum nature of light has traditionally broadly been
neglected in the context of condensed matter physics and quantum chemistry. This is
often a good approximation, since many phenomena are well described within a classi-
cal treatment of the electromagnetic field. However, the quantum nature of the light
can become important when the electromagnetic environment is structured in such a
way as to host resonant or confined modes of light. Such situations can broadly be
labelled as cavity-QED (c-QED). An example of this is illustrated in Fig. 1.1 where a
VN CB color center in a hexagonal boron nitride monolayer is embedded in an optical
cavity. To provide a general description of such configurations, it is necessary to ac-
count for the quantum nature of the light. While this situation has traditionally been
restricted to the domain of quantum optics[14], there has in recent years been a lot of
progress and interest in utilizing the quantum nature of light with quantum chemistry
and condensed matter physics. Some interesting examples include the emerging field of
QED chemistry where the chemical landscape is altered by the coupling to quantized
light[5, 15–18], alteration of photophysical processes such as e.g. singlet fission[19–21],
cavity control of excitons[22], suggestions to realize novel topological states of matter
with specially engineered cavities[6], and alterations of the quantized Hall conductance
by the interaction with a cavity[23, 24].

The discussion in this chapter is structured as follows,

1. First the quantum theory of the electromagnetic field in the presence of a general,
lossy material background is discussed.

2. Next, the interaction between the quantized electromagnetic fields and matter is
discussed.
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3. Finally, the concept of the Dyadic Green’s Function is introduced.

Figure 1.1: Illustration of a VN CB color center in a hexagonal boron nitride monolayer
embedded in an optical cavity. Figure reproduced from Publication [VI].

1.1 Quantizing the Electromagnetic field: Macroscopic
Quantum Electrodynamics

This section discusses the quantum theory of the electromagnetic field. First, the case
of electromagnetic fields in a lossless background is reviewed to get the general feel for
what a quantum theory of electromagnetism looks like. Subsequently, the difficulties
relating to the quantization in a general magnetoelectric background are outlined and
a solution in the form of Macroscopic Quantum Electrodynamics (MQED) is discussed.

Before diving into the details of quantization, it makes sense to briefly discuss the
representation of the electromagnetic field. The electromagnetic field is fundamentally
a gauge field[3]. Formally, this gauge field is represented by a four-vector Aµ(s), where
µ = t, x, y, z and s denotes a spacetime point s = (r, t). It is customary to denote the
temporal component of the electromagnetic field as the scalar potential ϕ(r, t), and the
spatial components as the vector potential A(r, t), such that Aµ(s) = (ϕ(s),A(s)). To
ensure gauge invariance, all scalar and vector potentials that are related by a transfor-
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mation of the form,

A(r, t) → A(r, t) + ∇χ(r, t) (1.1)
ϕ(r, t) → ϕ(r, t) − ∂tχ(r, t), (1.2)

have to be physically equivalent. Here χ(r, t) is any twice differentiable function of
space and time. ϕ(r, t) and A(r, t) are therefore not physical fields, but merely mathe-
matical constructions to ensure the gauge invariance of QED. They are however gener-
ally very useful constructions and directly related to the physical electric- and magnetic
fields,

B(r, t) = ∇ × A(r, t), E(r, t) = −∂tA(r, t) − ∇ϕ, (1.3)

which in turn obey Maxwell’s equations. As will be seen in this chapter, the gauge
freedom of electromagnetism is a very important concept in QED because the choice
of gauge ultimately dictates the form of the Hamiltonian describing the coupled light-
matter system.

1.1.1 Quantization in a Lossless Medium
There are essentially two ways of approaching the quantization of the electromagnetic
field in the lossless case. The first is the formal field theoretical approach, starting from
the Lagrangian density of the U(1)-gauge field, and then proceeding to quantize the
theory via the five step canonical quantization procedure[3, 25]. While this approach
is very elegant, it obscures the connection between the modes of the electromagnetic
field and any structure that might exist in the environment such as e.g. the mirrors of
a cavity etc.1 Alternatively, the electromagnetic field can also be quantized starting
from Maxwell’s equations[26, 27]. This approach has the advantage of being concep-
tually simpler and more directly related to the boundary conditions of the problem.
Regardless of the approach, the end result is that the fields are promoted to operators,
which in turn are expanded in terms of a set of orthonormal modes. In the following
discussion, the Schrödinger picture of quantum mechanics is adopted wherein the time
dependence is carried by the wave functions.

As a first step, it makes sense to fix the gauge freedom. A popular choice in quantum
optics is the Coulomb gauge which fixes ∇ · A = 0. In the absence of external charges
and currents, this further translates into ϕ = 0. Choosing the Coulomb gauge, the
quantized field operators in the lossless medium can be written as,

Ê(r) = i
∑
m

ωm

[
Am(r)âm − A∗m(r)â†m

]
, (1.4)

B̂(r) = ∇ ×
∑
m

[
Am(r)âm + A∗m(r)â†m

]
, (1.5)

1Note that this section considers lossless setups and therefore any such mirrors would have to be
lossless mirrors.
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where âm, â
†
m are bosonic creation/anihilation operators that create/destroy photons

in mode m and satisfy
[
âm, â

†
n

]
= δmn. ωm is the frequency of mode m, and Am(r)

are the solutions to the spatial Helmholtz equation,

∇2Am(r) = −k2
mAm(r). (1.6)

Importantly, in the lossless case, the Helmholtz equation in Hermitian and the mode
functions form a complete, orthogonal basis.

The energy density of the electromagnetic field can be expressed with Poynting’s
theorem,

H = 1
2

(
ϵÊ(r)2 + 1

µ
B̂(r)2

)
. (1.7)

Here ϵ and µ are the permitivity and permeability of the medium respectively.2 The
total energy of the system, the Hamiltonian, is thus,

H =
∫
dr H =

∑
m

ℏωm

(
â†mâm + 1

2

)
, (1.8)

where the last equality follows from the orthogonality of the mode functions. The
Hamiltonian is often alternatively represented in terms of a set of canonical operators,
p̂m =

( ℏ
2ω

)1/2 (
âm + â†m

)
and q̂m = i

( ℏ
2ω

)1/2 (
â†m − âm

)
,

Ĥ = 1
2
∑
m

[
p̂2

m + ω2
mq̂

2
m

]
. (1.9)

which are interpreted as the momentum and coordinate of mode m respectively. In
the absence of losses, the quantized theory of the electromagnetism can therefore be
written in terms of a discrete set of uncoupled Harmonic oscillators representing the
eigenmodes of the Helmholtz equation. The excitations of the system are bosonic and
represent the photons of the electromagnetic field, created and annihilated by âm and
â†m respectively.

Finally the orthogonality of the Helmholtz equation’s mode functions ensures that
the Equal Time Commutation Relation (ETCR) of the field operators becomes,[
Ê(r), B̂(r′)

]
= − iℏ

ϵ0
∇ × δ⊥(r − r′), (1.10)

where δ⊥(r − r′) is the transverse Dirac delta function, and ϵ0 is the vacuum permi-
tivity. Eq. 1.10 is important because it agrees with the classical Poisson bracket of
the electromagnetic fields and thus obeys the correspondence principle of quantum
mechanics.

2Importantly, in the lossless medium both quantities have to be real and non-dispersive.
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1.1.2 Quantization in the presence of losses
Quantizing the electromagnetic field becomes more complicated in the presence of
losses. In classical optics, the effect of the matter background on light is contained
in the optical parameters such as for example the refractive index, n(ω)[2]. The re-
fractive index enters the Helmholtz equation as a modification of the wave number,
k = n(ω)k0, where k0 would is the wave number in free space. For strictly real n(ω),
the quantization procedure follows directly from the previous section by simple sub-
stitution of k0 with k. However, in any real material, the refractive index will be
frequency dependent/dispersive. To comply with the Kramers-Kronig relations, this
means that the refractive index must also have a non-zero imaginary part, at least
in some frequency range[2]. The non-zero imaginary part of k renders the Helmholtz
equation non-Hermitian and its eigenfunctions will no longer for a complete, orthogonal
basis. This is problematic because the orthogonality of the mode functions were what
ensured the commutation relation of the electric and magnetic fields in Eq. 1.10. One
can insist on the commutator of the fields being correct, but this will come at the cost
of losing the bosonic commutation relations of the photonic creation and annihilation
operators[27].

The straightforward approach to the quantization in the presence of losses fails be-
cause there is an underlying matter theory encoded in the frequency dependence of the
refractive index which is not properly accounted for[28, 29]. The solution to the prob-
lem is therefore conceptually simple but complicated in practice: A proper description
of the quantized fields must be one that accounts for the underlying matter explicitly.

1.1.3 The Huttner-Barnett model
The first example of a quantum theory of the electromagnetic field in the presence of
a lossy background was the microscopic theory developed by Huttner and Barnett in
1992[28, 29]. Here a Hopfield model was considered, with the electromagnetic vector
potential coupled to a harmonic oscillator mode representing the matter polarization,
and the matter polarization further coupled to a continuum of harmonic oscillators
representing a bath. The latter coupling results in unidirectional energy transfer from
the polarization mode of the matter into the bath which represents the losses. This
coupled theory can be diagonalized in terms of a continuous set of polaritonic operators,
f̂(r, ω), that have both light and matter character. The resulting Hamiltonian of the
coupled system reads,

Ĥ =
∫ ∞

0
dωℏω

∫
dr f̂ †(r, ω) · f̂(r, ω), (1.11)

where the polaritonic operators obey bosonic commutation relations,
[
f̂(r, ω), f̂ †(r′, ω′)

]
=

δ(ω − ω′)δ(r − r′). Using the inverse of the transformation leading to the diagonaliza-
tion, it is possible to express the electromagnetic fields in terms of these polaritonic
operators such that the ETCR of the electric and magnetic fields equals their classical
Poisson bracket. The full diagonalization of the problem thus results in the desired
properties for a quantized theory of the electromagnetic field but comes at the cost
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of having a continuous set of modes instead of the discrete set seen in section 1.1.1.
Importantly, the expansion coefficients of the vector potential turn out to be Dyadic
Green’s Function(DGF) of a homogeneous, isotropic material with a dielectric function
related to the properties of the matter polarization and the bath (see section 1.4 for
details on the DGF). The DGF is a completely classical object but it encodes both
the material properties of the constituents and the boundary conditions of the prob-
lem. A generalization of the Huttner-Barnett approach to arbitrary geometries would
therefore represent a very powerful description of the quantized electromagnetic field.

1.1.4 The Langevin noise approach
The Huttner-Barnett model can be generalized to arbitrary media and geometries as
an effective Langevin noise model[27, 30]. Whereas the Huttner-Barnett model is a
microscopic approach, the Langevin noise model starts from the macroscopic Maxwell’s
equations in matter and from them seeks to identify the proper dynamical variable
around which to build the quantized theory.

The starting point of the theory is the coupling between the electromagnetic field
and matter. Assuming that the material responds linearly to the field, the induced
current in response to an electric field is given by Ohm’s law,

jin(r, ω) =
∫
dr′Q(r, r′ω) · E(r′, ω) + jN(r, ω). (1.12)

Here Q(r, r′, ω) is the complex conductivity tensor of the medium, and jN(r, ω) is
the random noise current necessary for the linear constitutive relations to satisfy the
Fluctuation-Dissipation theorem[31]. The real part of the complex conductivity is re-
lated to energy dissipation σ(r, r′, ω) = 1

2
(
Q(r, r′, ω) + Q†(r, r′, ω)

)
and for absorbing

media it represents a positive-definite integral kernel.
The fields will also respond to the current. This will be generally be governed by the

inhomogeneous Helmholtz equation, which in the presence of the current in Eq. 1.12
reads,[
∇ × ∇ × −ω2

c2

]
E(r, ω) − iµ0ω

∫
dssQ(r, s, ω) · E(s, ω) = iµ0ωjN(r, ω), (1.13)

with the noise current acting as a source of the electric field. The presence of the source
terms renders a solution in terms of eigenmodes impossible and this emphasizes that
a theory of quantized electromagnetism in lossy media that neglects the underlying
matter degrees of freedom is impossible to construct. Eq. 1.13 be formally solved in
terms of the DGF,

E(r, ω) = iµ0ω

∫
ds G(r, s, ω) · jN(s, ω). (1.14)

Similarly, a Helmholtz equation describing the evolution of the magnetic field can also
be derived, the solution to which can also be written in terms of the DGF,

B(r, ω) = µ0∇ ×
∫
ds G(r, s, ω) · jN(s, ω). (1.15)



1.1 Quantizing the Electromagnetic field: Macroscopic Quantum Electrodynamics 10

The DGF is a completely classical object, but it is of central importance to the quan-
tized theory of electromagnetic fields in lossy environments because it simultaneously
carries the information about the electromagnetic boundary conditions, and, as dis-
cussed below, it serves as a projector from the coupled light-matter system onto the
electromagnetic degrees of freedom. The DGF is a central topic for the present thesis
and section 1.4 is dedicated to a thorough discussion of it.

Eqs. 1.14 and 1.15 indicate that the noise current, jN(s, ω), is the fundamental
dynamical variable of the theory, and the quantized theory should therefore be build
around it. The theory is quantized by promoting jN(s, ω) to an operator and imposing
equal time commutation commutation relations,[̂
jN(r, ω), ĵN(r′, ω′)

]
= ℏω

π
δ(ω − ω′)σ(r, r′, ω), (1.16)

in accordance with the fluctuation-dissipation theorem[30]. The commutation relation
in Eq. 1.16 makes it clear that the noise current operator is not a bosonic vector field.
However, in the absence of gain, the fact that the real part of the conductivity tensor is
a positive definite operator allows the MQED theory to be recast in terms of a new set
of simple bosonic vector fields. In that case, the matrix square-root of the conductivity
tensor exists, and one can define a set of bosonic operators f̂(r, ω) as from the noise
current,

ĵN(r, ω) =
(
ℏω
π

)1/2 ∫
ds K(r, s, ω) · f̂(s, ω), (1.17)

where σ(r, r′, ω) =
∫
ds K(r, s, ω)·K†(s, r′, ω), and the bosonic operators obey standard

commutation relations,[
f̂(r, ω), f̂ †(r′, ω′)

]
= δ(ω − ω′)δ(r − r′) (1.18)

The interpretation of these new bosonic operators is that they represent the fundamen-
tal dipolar, polaritonic excitations of the coupled light-matter system.

The Hamiltonian of the coupled light-matter system can also be found. The time
dynamics of the operators is governed by the Heisenberg equation of motion. In the
frequency domain the Heisenberg equation of motion reads,

ℏωĵN(r, ω) =
[̂
jN(r, ω), Ĥ

]
. (1.19)

For equation 1.19 to hold the Hamiltonian must have the following form:

Ĥ = π

∫ ∞
0

dω

∫
drds ĵ†N(r, ω) · [σ(r, s, ω)]−1 · ĵN(s, ω) (1.20)

which in terms of the renormalized bosonic operators gives,

Ĥ =
∫ ∞

0
dωℏω

∫
dr f̂ †(r, ω) · f̂(r, ω), (1.21)
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Equation 1.21 represents a very important result, namely the combined matter-light
Hamiltonian written in terms of an infinite set of harmonic oscillators. Comparing to
Eq. 1.8, it is seen that the expansion in terms of a discrete set of harmonic oscillators
is replaced by a continuous one when losses are present.

Finally, the electromagnetic field operators can be recast in terms of the fundamental
polaritonic operators,

Ê(r, ω) = iµ0ω

√
ℏω
π

∫
dr′
∫
ds G(r, r′, ω) · K(r′, s, ω) · f̂(s, ω), (1.22)

B̂(r, ω) = µ0

√
ℏω
π

∇ ×
∫
dr′
∫
ds G(r, r′, ω) · K(r′, s, ω) · f̂(s, ω). (1.23)

The Schrödinger picture operators can be defined as,

Ê(r) =
∫ ∞

0
dω Ê(r, ω) + h.c., (1.24)

B̂(r) =
∫ ∞

0
dω B̂(r, ω) + h.c., (1.25)

and they can be shown to obey a commutator in compliance with the correspondence
principle,[
Ê(r), B̂(r′)

]
= − iℏ

ϵ0
∇ × δ⊥(r − r′). (1.26)

A final note is that the electromagnetic fields Ê and B̂ only represent the degrees of
freedom of the electromagnetic field, which is further confirmed by their commutation
relation. This seems to somehow contradict the fact that they are now expanded
in terms of the noise current or polaritonic operators which are clearly not solely
operators associated with the field. To resolve this apparent paradox, the DGF is
to be interpreted as the integral kernel of a projection operator projecting from the
Hilbert space of the coupled system onto the part of the Hilbert space associated with
the electromagnetic field[27].

1.2 Interaction of the electromagnetic field and matter
With the general theory of the quantized electromagnetic field in lossy media at hand,
it is now possible to discuss the interaction between the quantized electromagnetic
field and emitters. It turns out that the exact form of the system Hamiltonian depends
strongly on the choice of gauge. While all gauges are formally equivalent, different
representations can be advantageous in different situations. As one example, it has
been shown that different gauges show different resilience to the truncation of the
electronic Hilbert space that always accompany calculations for practically relevant
systems[32–34].

The following discusses two relevant choices of gauge: the Coulomb gauge and the
Multipolar or Power-Zienau-Woolley (PZW) gauge.
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Figure 1.2: Illustration of the Dyadic Green’s Function as the projector from the combined
light matter system of MQED onto the electromagnetic degrees of freedom.

The Minimal Coupling Hamiltonian in the Coulomb gauge: The first example
is the Coulomb gauge that was used in section 1.1.1. Since ∇ · A = 0, the vector
potential describes the transverse components of the field, while the scalar potential,
which will now generally be nonzero, describes the longitudinal components of the field.
This construction results in the following Hamiltonian for the coupled system,

Ĥ = 1
2

∫
dr
(
ϵ0Ê(r)2 + 1

µ0
B̂(r)2

)
+
∑

α

1
2mα

[
p̂α − qαÂ(rα))

]2
+
∑
α̸=β

qαqβ

8πϵ0|rα − rβ |
. (1.27)

Here the sums run over the charges in the system, rα denotes the position of particle
α and qα denotes the charge of particle α. In Eq. 1.27, all the microscopic degrees of
freedom of the electronic systems are explicit and for this reason it is often called the
minimal coupling scheme. The fact that the microscopic degrees of freedom are explicit
in the Hamiltonian means that this representation can sometimes be a bit cumbersome
to deal with in practice. However, the explicit microscopic nature of the Hamiltonian
also means that it is well suited for rapidly varying fields.

The Multipolar representation in the Power-Zinau-Wolley gauge: Another
popular choice of gauge is the Power-Zienau-Wolley (PZW) gauge, also sometimes
known as the multipolar gauge[35–37]. It expresses the light-matter interactions in
terms of the physical fields, E and B, instead of the potentials, and it allows for a
systematic expansion of the fields in terms of multipole moments. Furthermore, if the
matter can be thought of as made up of multiple, separate ensembles of charge (e.g.
molecules), the Coulomb interaction between these molecules is removed from the mi-
croscopic Hamiltonians of the ensembles and instead carried by the field. As an added
benefit, the representation has proven to be very robust to the effects of truncation of
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the electronic Hilbert space[32]. For these reasons, the PZW gauge is particularly well
suited when studying the coupling between the quantized electromagnetic field and
molecules.

The PZW transformation is a formally a canonical transformation that is carried out
by applying the following unitary transformation to Eq. 1.27,

Û = exp

[
i

ℏ

∫
dr
∑

i

P̂i(r) · Â(r)

]
. (1.28)

Here P̂i(r) is the polarization operator of the i’th ensemble of charge. Neglecting
magnetic interactions, this leads to the following Hamiltonian,

H =
∑

i

(∑
α∈i

p̂2
α

2mα
+ 1

2ϵ0

∫
drP̂i(r)2

)
+

1
2

∫
dr
(
ϵ0Ê(r)2 + 1

µ0
B̂(r)2

)
−∑

i

∫
drrP̂i(r) · D̂(ri). (1.29)

Importantly, the coupling between the electromagnetic field and the matter is in terms
of the displacement field D̂ and not the electric field Ê[36]. However, in the following
it will nonetheless be denoted by Ê to follow standard conventions. The PZW gauge is
particularly convenient when the coupling to the electromagnetic field can be described
within the dipole approximation. In this case, the interaction Hamiltonian can be
written as,

Hint ≈ −
∑

i

d̂i · Ê(ri). (1.30)

Specifying to electrons, it often makes sense to write the dipole moment as d̂i = −eR̂i

where R̂ =
∑

j r̂j is the center of mass position of the charges.
The representation of the matter is also affected by the PZW transformation. Specif-

ically, the matter Hamiltonian reads,

HMat =
∑

α

p̂2
α

2mα
+ 1

2ϵ0

∫
drP̂(r)2. (1.31)

The polarization field can be split into a longitudinal part and a transverse part. The
longitudinal contribution to the P2 term corresponds to the usual Coulomb interac-
tion between the charged particles of each ensemble, while the transverse part of the
polarization is an additional term. The matter Hamiltonian is thus modified relative
to its form in the Coulomb gauge by the transverse polarization term,

HMat =HC
Mat + 1

2ϵ0

∫
dr
[
P̂⊥(r)

]2
, (1.32)



1.2 Interaction of the electromagnetic field and matter 14

where HC
Mat denotes the usual Coulomb gauge matter Hamiltonian. Generally, the

transverse polarization term should be derived from the full polarization term via a
transverse projection[36], P̂⊥(r) = 2

3 P̂(r) +
∫
dr′ T̂⊥(r, r′) · P̂(r′). This projection

is, however, quite computationally cumbersome. Alternatively, for a single ensemble
coupled to a lossless magnetoelectric background within the dipole approximation, the
transverse polarization term can be expanded in terms of the mode functions of the
electromagnetic field expansion in Eq. 1.5 and the resulting Hamiltonian of the coupled
system is[38],

H =HC
Mat + 1

2
∑

n

(
p̂2

n + ω2
n

[
q̂n − λn

ωn
· R̂
]2
)
, (1.33)

where λn is a scaled version of the mode functions of the field expansion in Eq. 1.5,
λn = −

√
2

ℏωn
eEn(R). The Hamiltonian of the coupled system can therefore be rep-

resented as the Coulomb gauge Hamiltonian of the matter coupling the harmonic os-
cillator modes of the quantized electromagnetic field. The coupling manifests as a
displacement of the equilibrium of the harmonic oscillator mode proportional to the
product of the dipole moment and the modes field strength at the emitter position.
This form of the Hamiltonian is the foundation of most of the literature with Quantum
Electrodynamical Density Functional Theory (QEDFT)[38, 39] which will be discussed
extensively in the following Chapters.

1.2.1 The emitter centered representation of Macroscopic
Quantum Electrodynamics in the dipole approximation

This section discusses a particularly convenient representation of the MQED electric
field expansion which is appropriate when the coupling to the field can be described
within the dipole approximation[40–42]. The starting point for the discussion is the
PZW gauge Hamiltonian for a single emitter coupled to the cavity field within the
dipole approximation. Specializing to a spatially local magnetoelectric medium and
neglecting magnetic interactions, the Hamiltonian reads,

H =
∑

α

p̂2
α

2mα
+ 1

2ϵ0

∫
drP̂(r)2

+
∑

λ

∫ ∞
0

dωℏω
∫
drf̂ †λ(r, ω) · f̂λ(r, ω) − d̂ · Ê(r0), (1.34)

where the λ index denotes the electric and magnetic contributions respectively. The
MQED expansion of the electric field can be written as[27],

Ê(r) =
∫
dωÊ(r, ω) + h.c., (1.35)

Ê(r, ω) =
∑

λ=e,m

∫
dr′Gλ(r, r′, ω) · f̂λ(r′, ω). (1.36)



1.2 Interaction of the electromagnetic field and matter 15

In the current form, the Hamiltonian is written in terms of the spatially resolved
polaritonic operators from MQED, f̂λ(r′, ω). Because the coupling is described within
the dipole approximation, the field is only sampled at the emitter position, r0, and
the current formulation contains more information than necessary. Therefore, it makes
sense to seek a simplified representation by constructing new modes such that at each
frequency a minimum numbers of modes couple to the emitter at position r0 with
dipole orientation n̂.

For a given dipole moment orientation and frequency, there will be a set of ”bright
modes” which couple to dipoles with that orientation, and a set of ”dark modes” which
do not. Which modes couple to a given transition is determined by the DGF. In
particular, the bright modes can be represented by a new set of operators which are
written as linear superpositions of the fundamental bosonic modes from MQED,

B̂i(ω) =
∑

λ

∫
drβi,λ(r, ω) · f̂λ(r, ω), (1.37)

βi,λ(r, ω) = ni · Gλ(ri, r, ω)
Gi(ω)

, (1.38)

where i = x, y, z denotes spatial orientation. The normalisation constant, Gi(ω), is
chosen such that [B̂i(ω), B̂†j (ω′)] = Sijδ(ω − ω′) with Sii = 1 and this leads to,

Gi(ω) =
(

ℏω2

πϵ0c2 ni · ImG(ri, ri, ω) · ni

)1/2

. (1.39)

Note that Gi(ω) is almost the local spectral density of a dipole coupled to the electro-
magnetic environment (see section 1.4). The bright modes associated with different
dipole orientations are not generally orthogonal because their overlap is related to the
symmetry of the DGF,

Sij(ω) =
∑

λ

∫
drβ∗i,λ(r, ω) · βj,λ(r, ω) = ℏω2

πϵ0c2
ni · ImG(ri, rj , ω) · nj

Gi(ω)Gj(ω)
. (1.40)

It is seen that Sii = 1, but that in general the off-diagonal elements can be non-zero.
To arrive at a set of bosonic modes with appropriate commutation relations, the modes
need to be explicitly orthogonalized. A new set of modes, Ĉi(ω) can be defined as linear
superpositions of the bright modes,

Ĉi(ω) =
∑

j

Vij(ω)B̂j(ω), (1.41)

where the transformation matrix is chosen such that [Ĉi(ω), Ĉ†j (ω′)] = δijδ(ω − ω′).
There are several ways to perform such a orthogonalization such as e.g. Gram-Schmidt.
The original MQED bosonic modes can then be expanded in terms of the active modes
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and a potentially infinite modes of ”dark” modes, Dj(ω),

f̂λ(r, ω) =
N∑
i

χ∗i,λ(r, ω)Ĉi(ω) +
∑

j

d∗j,λ(r, ω)D̂j(ω), (1.42)

χi,λ(r, ω) =
∑

j

Vij(ω)βj,λ(r, ω), (1.43)∫
drd∗j,λ(r, ω) · χi,λ(r, ω) = 0. (1.44)

Importantly, it was recently noticed that the electric field operator could also be ex-
panded in terms of the bright modes[40],

Ê(r) =
∑

i

∫ ∞
0

dωEi(r, ω)Ĉi(ω) + h.c., (1.45)

Ei(r, ω) = ℏω2

πϵ0c2

∑
j

V ∗ij(ω) ImG(r, r0, ω) · n̂i

Gi(ω)
. (1.46)

Note that here the dark modes have been removed from the expansion of the electric
field since these do not play a role for the light matter coupling. Since i runs over
the different dipole orientations, this provides the most compact representation of the
MQED electric field that contains all the information necessary to describe light-matter
interactions within the dipole approximation.

1.3 Regimes of Quantum Light Matter Interactions
This section will discuss the different regimes of light-matter interactions that can be
realized in c-QED. In principle, the starting point for computational non-relativistic
QED should be the Hamiltonians outlined above. However, to discuss the potential
effects that can arise in c-QED, it makes sense to consider the simpler case of a two-
level electronic system coupled to a single cavity mode with the dipole approximation.
In this limit, the problem reduces to the Rabi Hamiltonian which in the multipolar
gauge can be cast as[5],

Ĥ = 1
2
ℏωeσ̂z + ℏωcâ

†â+ ℏg(â† + â)σ̂x. (1.47)

Here ωe is the electronic transition frequency, and ωc is the cavity frequency. The
strength of the light matter interaction is characterized by of the so-called Rabi fre-
quency,

g = 1
ℏ

d · E, (1.48)

where d is the transition dipole moment of the electronic transition, and E is the
electric field strength at the position of the emitter. Due to the vacuum fluctuations,
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the interaction between light and matter will persist even in the absence of actual
photons in the cavity. At the vacuum level, the strength of the field fluctuations in a
general electromagnetic environment can be calculated using MQED3[27],

⟨0|Êk(r, ω)Ê†l (r′, ω′)|0⟩ = ℏω2

πϵ0c2 ImGkl(r, r′, ω)δ(ω − ω′). (1.49)

In the anti-node of a simple cavity, the fluctuation strength can be recast as[5],

|⟨Ê2⟩vac|1/2 =
√

ℏωc

2ϵ0V
, (1.50)

where V is the cavity mode volume. This simple example shows that there are es-
sentially two ways to increase the coupling strength: either by choosing a transition
with a large transition dipole moment, or by decreasing the cavity mode volume. This
reflects the fact that the coupling is dependent on both the properties of the emitter
and of the field, which explains why properties such as spontaneous emission can be
altered by engineering the electromagnetic environment[43]. The inverse relationship
between the mode volume and the coupling strength further explains the wide use of
plasmonic resonators to achieve strong light matter interactions[44]. Other important
parameters are the cavity linewidth, κ, and the linewidth of the emitter Γ. Depending
on the relative sizes of these parameters, the nature of the light matter coupling can
be very different. The coupling in c-QED can be broadly separated into two categories,
the weak coupling regime and the strong coupling regime.

Weak coupling regime: In the weak coupling regime, the losses dominate over the
coupling, g < 1√

2 (κ2 + Γ2) 1
2 . For this reason this is sometimes referred to as the bad

Figure 1.3: Illustration of an emitter weakly coupled to an optical cavity.

3Note the similarities with the coefficients of the field expansion in Eq. 1.46.
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cavity regime. In this regime, the light and matter are unable to coherently interact,
and consequently no hybridization of the light and matter takes place. Instead, the
interaction between the light and matter leads to alterations of the emissions rates
of the electronic system via the Purcell effect[43, 45]. To understand this, consider
the case where the cavity losses are dominant and the cavity width is larger than
the coupling strength, g ≪ κ. In this case, the emitter sees the cavity mode as a
broad continuum and the energy transfer from the emitter to the cavity mode is thus
irreversible. However, because the local density of states of the electromagnetic field is
enhanced due to the presence of the cavity, and the emission rate is proportional to the
local density of states of the electromagnetic field[44], the emission rate of the emitter
is enhanced. This is illustrated in Fig. 1.3. Similarly, if the emitter is not resonant
with the cavity, the emission rate is suppressed due to the lower density of states as
compared to vacuum. For completeness, it is noted that the case where the intrinsic
linewidth dominates, Γ ≫ g, κ, would also be considered weak coupling. However,
this case is not very interesting because the emission into the far field would dominate
over the interaction with the cavity and no significant effects of the cavity would be
observable.

c-QED in the weak coupling regime is widely used in applications, for example for
low threshold solid state lasers [46] and improving the coherence properties of single
photon emitters[47].

Strong coupling regime: When increasing the coupling strength, the system starts
to enter the so-called strong coupling regime which is characterized by coherent inter-
actions between the matter and cavity photons, This hybridization manifests as an
avoided crossing leading to the appearance of two new hybrid light matter states called
polaritons[5, 46]. As illustrated in Fig. 1.4, these new polariton states are separated
in energy by 2ℏg. The onset of strong coupling is not entirely well defined, but it

Figure 1.4: Illustration of an emitter strongly coupled to an optical cavity. Here n denotes
the photon number, highlighting that these effects persist even in the limit where the expec-
tation value of the photon number vanishes.
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is customarily taken as the coupling strength at which the splitting can be resolved
experimentally, corresponding roughly to the criterion that g > 1√

2 (κ2 + Γ2) 1
2 [5]. The

proper theoretical description of the strong coupling regime depends on the ratio of
the coupling strength and the transition frequency, η = g/ωe. In fact, it makes sense
to further subdivide the strong coupling regime into the Strong Coupling (SC) regime
(η < 0.1), the Ultra Strong Coupling regime (USC) (0.1 < η < 1), and the Deep Strong
Coupling (DSC) regime (η > 1)[46].

In the SC regime, the so-called Rotating Wave Approximation (RWA) can be per-
formed and the system can be described by the Jaynes-Cummings Model (JCM)[48],

Ĥ = 1
2
ℏωeσ̂z + ℏωcâ

†â+ ℏg(â†σ̂− + âσ̂+). (1.51)

The big difference between the JCM and the Rabi model is the interaction term. After
the RWA, the electron-photon interaction becomes number conserving in terms of the
combined number of electronic and photonic excitations. This has profound conse-
quences because it means that while alteration of the excited states is possible within
the JCM, it is impossible for the photon field to alter the ground state properties of
the system[5, 46]. While the SC regime can be reached with single molecules[49], it
is more commonly reached by increasing the number of emitters. In this case, the
coupling scales as

√
Ng and it is therefore easier to reach SC with an ensemble of

emitters[5, 46].
The simple JCM picture begins to change when the system enters the USC, at which

point the RWA breaks down and it becomes necessary to include multi-photon states
in the description. The USC also signals the regime where the ground state of the
coupled systems gets significantly dressed by photons and where virtual photon states
are needed for the description of the system[46]. As the coupling is increased further
towards the DSC regime, these effects are enhanced and the description is complicated
further. Importantly, in this regime it is also generally not sufficient to describe the
emitter by simple few level approximations, and it becomes necessary to employ more
sophisticated models of the electronic system that can account for many electronic
states. For completeness, it makes sense to mention that the coupling strength at
which the breakdown of the few level approximations happens is gauge dependent
again highlighting the intricacies of the gauge freedom in computational QED[32, 34].
Platforms to realize the USC and DSC regimes include intersubband polaritons[50],
superconducting circuits[51] and Landau polaritons [52, 53].

1.4 The Dyadic Green’s Function
The Dyadic Green’s function (DGF) is the Green’s function of the electromagnetic
field[54]. It is defined as the Green’s function of the Helmholtz equation,[
∇ × ∇ × −ω2

c2

]
G(r, r′, ω) − iµ0ω

∫
ds Q(r, s, ω)G(s, r, ω) = δ(r − r′). (1.52)

Physically, the DGF represents the electric field at point r due to a point source at
point r′, and given the DGF the field from an arbitrary source current, jext(r′), can be
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written as,

E(r) = iωµ0

∫
G(r, r′, ω) · jext(r′)dr′. (1.53)

The DGF is a very important object in electromagnetism in general and it is the basis
for many numerical methods in computational electromagnetism[43]. For the purposes
of this thesis, the main interest in the DGF stems from its central role in MQED. In
this case, the central quantity is really the imaginary part of the DGF which holds
the information about the local density of states for the electromagnetic field and
consequently it describes the coupling of an emitter to the vacuum field. Specifically,
the local density of states for a dipole orientation n̂ is given as,

ρ(r, ω) = 6ω
πc2 {n̂ · Im [G(r, r, ω)] · n̂} . (1.54)

This can be better understood by noting that what drives light-matter interactions at
the zero photon level are the vacuum fluctuations of the field. This is for example the
ultimate origin of spontaneous emission. To understand how this is related to the DGF,
it makes sense to consider the vacuum field fluctuations of the electric field which can
be calculated in terms of the MQED expansion of the electric field[27],

⟨0|Êk(r, ω)Ê†l (r′, ω′)|0⟩ = ℏω2

πϵ0c2 ImGkl(r, r′, ω)δ(ω − ω′). (1.55)

Eq. 1.55 tell us that the fluctuations of the electromagnetic field are given directly by
the DGF. Since the ultimate origin of coupling between the electromagnetic environ-
ment and an electronic system at the vacuum level is the vacuum fluctuations of the
field, this explains the central role of the DGF in the MQED formulation in particular,
and the description of quantum light-matter interactions in general.

1.4.1 Calculating the Dyadic Green’s function
The central question in practice is how to calculate the DGF for the cavity setup of
interest. In general, the trick is to find suitable basis functions to in terms of which to
expand the DGF.

The simplest possible case is vacuum or a homogeneous medium. In this case, the
DGF is expanded onto spherical waves centered at the dipole position and it is usually
written in the following way[43, 54],

Gvac(r, r′, ω) =
[

∇ ⊗ ∇
k2

0
− 1

]
eik0|r−r′|

4π|r − r′| . (1.56)

At this point, one notices that Eq. 1.56 looks frighteningly singular at r = r′. This
would be very problematic, because it would mean that the local density of states in
Eq. 1.54 would blow up everywhere in free space and this would mean that coupling
between emitters and the electromagnetic field would always be infinite which is clearly
unphysical. However, with some algebra, it turns out that the singularity only affects



1.4 The Dyadic Green’s Function 21

the real part of the DGF and that the imaginary part is well behaved at r = r′[55]. In
fact, it can be shown that the imaginary part of the vacuum DGF at r = r′ is[55],

ImGvac(r, r, ω) = ω

6πc
1. (1.57)

Plugging this into Eq. 1.54 gives the spatially uniform free space density of states of
the electromagnetic field,

ρvac(r, ω) = ω2

π2c3 . (1.58)

Note that the singular nature of the real part of the DGF is a general feature of DGFs
and great care has to be taken to deal with this singularity when using the DGF for
numeric electromagnetism[43, 54]. However, the statement that the singularity does
not affect the imaginary part is generally true. Since this thesis only ever explicitly
deals with the imaginary part of the DGF we will not discuss this further. For the
interested reader it is noted that exhaustive discussion of the singularity can be found
in Refs. [43] and [54].

The problem is significantly more challenging if one considers structured media. In
general, no closed solution solution for the DGF exist and numerical methods have
to be employed. However, in some high-symmetry geometries it is possible to write
down concrete expressions for the DGF, specifically layered media[54]. In these cases,
the DGF can be expanded in terms of appropriate vector wave functions that capture
the symmetry of the problem. Two such layered examples are relevant for the work in
this thesis: a planarly layered configuration (Publication [I]) and a spherically layered
configuration (see Chapter 4).

For planarly layered media, the DGF is expanded onto a set of in-plane plane waves
with wave vector q, modulated by a z-dependent function that accounts for the reflec-
tion between the layers,

G(r, r′) = i

8π2

∫
d2q

kzq2 [M(q, r, r′) + N(q, r, r′)] − ẑ ⊗ ẑ
k2 δ(r − r′). (1.59)

The DGF is split into transverse electric (TE), M(q, r, r′), and transverse magnetic
(TM), N(q, r, r′), components, as these are the natural basis for reflection of planar
interfaces. There is no closed general expression for the M and N tensors, and for a
given problem these have to be determined by applying the electromagnetic boundary
conditions at each interface in the problem. For an example of this, see Publication [I]
and its Supplementary Information.
The second relevant example for the purposes of this thesis is that of a spherically
layered medium. In a spherically layered medium, the DGF is expanded onto an
infinite number of vector spherical harmonics[54],

G(r, r′, ω) = ik

∞∑
n

1
n(n+ 1)

[En(r, r′, ω) + Mn(r, r′, ω)] − r̂ ⊗ r̂
k2 δ(r − r′). (1.60)
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It is again natural to split into electric and magnetic type modes, En and Mn respec-
tively. Again, for a given configuration, the electromagnetic boundary conditions are
used to determine the exact form of En and Mn. For an example, see Chapter 4.
Note that both Eq. 1.60 and Eq. 1.59 contain singularities at r = r′ which have been
explicitly extracted.

For more complex geometries, it is not straightforward to write down the proper mode
functions. In such cases, it is necessary to determine the mode functions numerically.
In general for lossy backgrounds, the Helmholtz equation is a non-Hermitian operator
and special care has to be taken when determining the appropriate mode functions.
One example of how this can be done is with the biorthonormal mode construction
discussed in Ref. [56].



CHAPTER 2
The Many-Body Problem

The previous chapter introduced the interacting light-matter problem. However, writ-
ing down the equations is a far easier task than actually solving them for practically
relevant systems. This chapter introduces Density Functional Theory(DFT) which is
a practical approach for solving the interacting many-body problem for realistic sys-
tems. The chapter starts with a discussion of ground state DFT and how it can be
used to accurately describe the ground state properties of an interacting many electron
system. Subsequently, the generalization of DFT to time dependent DFT (TDDFT) is
introduced. Because a major focus of this thesis is the interaction between quantized
light and matter, the generalization of TDDFT to the presence of quantized light, the
so-called Quantum Electrodynamic Density Functional Theory (QEDFT), is the focus
of this discussion.

2.1 Ground state Density Functional Theory

2.1.1 The many electron problem
The starting point for the discussion of ground state DFT is the stationary many-body
Schrödinger equation for the interacting electron-nuclear problem,

ĤΨ(r1, ..., rN ,R1, ...,RM ) = EΨ(r1, ..., rN ,R1, ...,RM ). (2.1)

Here Ψ is the many-body wave function, E is its energy, and {rn} and {Rm} are the
sets of electronic- and nuclear positions respectively. The interactions in the problem
are given by the Coulomb interaction between the charged particles. The electron-
nuclear wave function, Ψ, is a function of 3(N + M) variables and it very quickly
becomes unfeasible to solve it directly even for simple systems. Therefore, to solve Eq.
2.1 in practice simplifications are needed.

The first commonly applied simplification is the Born-Oppenheimer approximation[57].
It assumes that due to the significantly smaller mass of the electrons, their response to
changes in the nuclear positions will be adiabatic such that the two are uncorrelated.
An uncorrelated state can be written as a product state, and within this approxi-
mation it becomes possible to decouple the electronic problem from the nuclear one,
Ψ({rn}, {Rm}) ≈ χ({Rm})ψ({rn}; {Rm}). Here χ is the nuclear wave function which
now solely depends on the nuclear coordinates, and ψ is the electronic wave function
which depends on the electronic coordinates and parametrically on the nuclear coordi-
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nates. In the end, the electronic Hamiltonian can be written as,

Ĥel =
N∑
i

p̂2
i

2m
+ 1

2
∑
i ̸=j

e2

|̂ri − r̂j |
−

N∑
i

M∑
I

Zie
2

|̂ri − RI |
. (2.2)

The first term represents the kinetic energy of the electrons, the second represents the
electron-electron interaction, and the final term represents the potential felt by the
electrons due to the now static nuclei. Within the Born-Oppenheimer approximation,
the role of the nuclei is therefore to set up a potential felt by the electrons which can
be considered equivalent to an external potential, V̂ext.

Even within the Born-Oppenheimer approximation, solving for the N -electron wave
function is a daunting task, as the size of the wave function still grows exponentially
with the number of electrons in the system. It therefore makes sense to ask if there
is a simpler quantity than the wave function that contains the information needed to
compute the ground state observables of the system. One answer to this question is
Density Functional Theory (DFT) which replaces the many-body wave function with
the electronic density,

n(r) = N

∫ N∏
i=1

dri|ψ(r1, ..., r, ..., rN )|2. (2.3)

Unlike the many-body wave function, the electronic density only depends on one spatial
position r and is therefore a much simpler object to work with.

2.1.2 The Hohenberg Kohn Theorems
The theoretical foundations of DFT are the two Hohenberg Kohn Theorems[58]. These
theorems are the formalization of the Thomas-Fermi conjecture[59, 60] that the ground
state energy of a many-body system can be written as a functional of the electronic
density.

The first Hohenberg Kohn theorem states that the many-body ground state wave
function and the external potential can be written as a unique functional of the elec-
tronic density, and any ground state observable can therefore be written as a functional
of the electronic density. In particular, the ground state energy of the interacting sys-
tem can be expressed as a unique functional of the electronic density,

E[nGS] = T [nGS] + Vel−el[nGS] +
∫
drvext(r)nGS(r). (2.4)

The two first terms in Eq. 2.4 are known as the universal part of the functional
because they are the same for all systems. The reformulation of the problem in terms
of the electronic density is a massive simplification, because unlike the many-body wave
function which was a function of 3N variables, the electronic density on depends on
three variables regardless of system size.
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The second theorem states that the ground state energy functional satisfies the vari-
ational principle with respect to the ground state density,

E[n] ≥ E[nGS], δE[NGS]
δn

∣∣∣∣
n=nGS

= 0. (2.5)

This allows for variational optimization of the density which is very important because
even though it can be proved that the mapping from the external potential to the
ground state density exits, it’s form is unknown. Importantly, no approximations are
needed to arrive at the above results, making DFT an exact ground state theory.

2.1.3 The Kohn-Sham equations
In practice, direct minimization of the energy functional is extremely challenging. This
is further complicated by the fact that the universal part of the functional is unknown.
An alternative to the direct minimization route is provided by the Kohn-Sham con-
struction, first introduced in 1965[61]. Because the ground state energy is a unique
functional of the density, any system with the same density will produce the same
energy. This means that if a auxiliary non-interacting system can be constructed to
have the same density as the fully interacting system, the ground state energy will be
the same for the two systems.

To understand how the Kohn-Sham system is constructed, it is instructive to rewrite
Eq. 2.4 as,

E[n] = TNI[n] + V H [n] + V ext[n] + Exc[n] (2.6)

The terms in Eq. 2.6 are as follows:

• TNI[n] is the kinetic energy functional of a non-interacting system of density n.
Using this functional is a significant simplification, as the exact kinetic energy
functional for an interacting system is unknown.

• V H [n] is the Hartree potential. The Hartree potential describes the electrostatic
repulsion between the charged particles in the system.

• V ext[n] is the external potential containing all the information about the position
and charges of the nuclei, as well as any externally applied perturbations.

• Exc[n] is the exchange-correlation term which will be discussed further in the
following.

For Eqs. 2.4 and 2.6 to be equivalent, the definition of the exchange-correlation terms
has to be,

Exc[n] = T [n] − TNI[n] − V H [n] + V el−el[n]. (2.7)

While formally no different from Eq. 2.4, Eq. 2.6 has the great conceptual advantage
that all of the difficult and unknown terms are grouped into Exc[n]. There is now thus
only a single term that needs to be approximated.
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For a non-interacting system, the energy functional should take the following form,

ENI[n] = TNI[n] + V KS[n]. (2.8)

Here V KS[n] is the potential energy functional of the non-interacting system and it can
be written as,

V KS[n] =
∫
dr vKS(r)n(r). (2.9)

The form of the potential is tuned such that the non-interacting system has the same
density as the interacting system. Because the Kohn-Sham system is non-interacting,
one ends up with N seperate equations for the N non-interacting electrons,(

−ℏ2∇2

2me
+ vKS(r)

)
ψi(r) = ϵiψi(r), (2.10)

where ψi(r) and ϵi are the i’th the Kohn-Sham orbital and the Kohn-Sham energy
respectively. The effective single-particle Kohn-Sham potential takes the following
form,

vKS(r) = vKS(r) + vext(r) + vxc(r), (2.11)

vxc(r) = δExc[n]
δn(r)

. (2.12)

Finally, the density of the non-interacting can be calculated from the Kohn-Sham
orbitals,

n(r) =
∑

i

fi|ψi(r)|2, (2.13)

where fi is the occupation function of orbital i.
Since the effective potential is a functional of the electronic density, and the electronic

density depends on the Kohn-Sham wave functions, the Kohn-Sham equations have
to be solved self-consistently. Furthermore, since the general form of Exc[n] is still
unknown, suitable approximations for this term are needed in practice. Some common
approximations are discussed in the next section.

2.1.4 Exchange-correlation functionals for ground state DFT
There are many different types xc functionals for ground state DFT. In the following
a few relevant to the work in this thesis are discussed.

The Local Density Approximation (LDA) The first and simplest example of
a xc-functional is the local density approximation[61]. The LDA is constructed to be
exact for the homogeneous electron gas and calculates the exchange-correlation energy
according to,

ELDA
xc [n] =

∫
drehom

xc (n(r)), (2.14)
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where ehom
xc (n(r)) is the exchange-correlation energy per volume in the homogeneous

electron gas. ehom
xc (n(r)) can be split into an exchange contribution and a correlation

contribution, the former of which has an analytic form[62] and the latter of which has
to be approximated using high-level Monte-Carlo calculations[63–65]. The LDA is thus
exact for the homogeneous electron gas, and as Eq. 2.14 would suggest, it works quite
well for systems with slowly varying densities and metals. In contrast, it performs
poorly on systems with localized states because it is unable to properly account for
the effect of variations in the electron density. Additionally, the LDA suffers from
the band gap problem inherent to local Kohn-Sham constructions and systematically
underestimates electronic band gaps.

The Generalized Gradient Approximation (GGA) The first step of Jacob’s
ladder beyond LDA is a functional that includes the gradient of the electron density[66],

EGGA
xc [n] =

∫
drf(n(r),∇n(r)). (2.15)

Conceptually, the idea behind the GGA construction is that including the gradient in
the integrand, f(n(r),∇n(r)), will allow the functional to better describe the effect of
spatial variations in the density. While many different GGAs exist, distinguished by
their choice of f(n(r),∇n(r)), by far the most commonly used is the Perdew, Burke
and Ernzerhof (PBE) functional[67]. Compared to LDA, GGAs generally improve the
description of bond lengths, binding energies and band gaps, although the GGAs still
suffer from the band gap problem.

The bandgap problem in DFT and approaches to overcome it: The bandgap
problem refers to the fact that the DFT band gap underestimates the true band gap
because it fails to account for material dependent the derivative discontinuity (DD),
∆xc. The DD is a system dependent quantity and it arises from the fact that in real
systems the derivatives of certain quantities depends on the number of electrons in a
discontinuous way and this is not captured by standard formulations of DFT[68]. This
can be expressed as,

ETrue
G = EDFT

G + ∆xc, ∆xc ≥ 0 . (2.16)

∆xc is in practice always positive and the neglect of it in the standard (semi)local
formulations of DFT is the reason for the systematic underestimation of the band gap
of solids in DFT calculations. One approach to overcome this shortcoming of semi-local
functionals is to attempt to evaluate the derivative discontinuity, as done by e.g. the
GLLBSC exchange correlation functional[69, 70].

Another approach is to use so-called Hybrid functionals. In the hybrid approach,
the exchange part of the functional is mixed or hybridized with some fraction of the
exchange from Hartree Fock[71],

EHybrid
xc [n] = αEHF

x [n] + (1 − α)EDFT
x [n] + EDFT

c [n]. (2.17)
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The motivation behind the hybrid functionals is that since DFT tends to underestimate
the bandgap due to the bandgap problem and Hartree Fock tends to overestimate the
band gap, a combination of the two should perform better than the two individually.
The fraction of exchange taken from Hartree Fock, α, is a fitting parameter and it
is determined by fitting towards a large dataset. Some famous examples of hybrid
functionals are HSE06[72] and PBE0[73].

2.2 Time Dependent Density Functional Theory with
photons

While DFT is a powerful tool to describe the ground state of an electronic system, it is
not sufficient to describe the full range of properties of a material. Imagine for example
that the system is perturbed by a laser pulse, and the quantity of interest is the optical
response of the material. This response will be related to the system’s time evolution
under the influence of the laser pulse, and it will therefore be necessary to go beyond
the ground state properties. The time dependent many-body problem is even more
complicated than its ground state equivalent, and directly solving the time dependent
Schrödinger equation is therefore infeasible for practically relevant systems.

Fortunately, DFT can be generalized to the time dependent case under quite general
conditions, in which case it is called Time Dependent DFT (TDDFT). The foundation
of TDDFT is the Runge-Gross (RG) theorem. It states that given the initial state
of the electronic system, there is there is a one to one correspondence between the
electronic density and the external potential up to a purely time dependent constant,
if the external potential is Fourier expandable[74]. Any observable of the system can
thus be expressed in terms of the time dependent density and the initial state of the
system instead of the full time dependent wave function. Similar to the ground state
case, it can be proven that the time dependent density can be reproduced by a non-
interacting Kohn-Sham system, now formulated with a time-dependent Kohn-Sham
potential[75].

Standard formulations of TDDFT do not consider the photon field, but only deals
with the perturbation of electronic systems by external fields. For the purposes of this
thesis, it makes sense to discuss a generalized version of TDDFT that can account for
the quantized electromagnetic field, the so-called Quantum Electrodynamical Density
Functional Theory (QEDFT). QEDFT is similar to TDDFT in that it is a reformula-
tion of the time-dependent many-body problem, but instead of only considering the
quantum nature of the electrons, QEDFT is a DFT type reformulation of the full
interacting QED problem[38, 39]. QEDFT differs from TDDFT in terms of the num-
ber of internal variables needed to describe the observables of the system. In normal
DFT, only the matter part is considered quantized and consequently the dynamics can
be mapped onto one internal variable, either the electronic density or the electronic
current depending on the form on the external potential[75]. In QEDFT, both the
light and matter are quantized and as a result two internal variables are needed to
reproduce the dynamics: the electronic density or current, and the expectation value
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of the vector potential[38, 39]. By mapping the dynamics of the problem onto these
internal variables, the problem is reformulated in terms of a nonlinear fluid equation
for the density coupled non-linearly to the modes of the electromagnetic field and their
corresponding Maxwell’s equations[38, 39]. As is also the case with ground state DFT,
in this new set of coupled equations there are unknown terms and they therefore can-
not be solved directly. One therefore again constructs a non-interacting Kohn-Sham
system to reproduce the dynamics and approximate the exchange-correlation terms
that appear.

While the QEDFT reformulation of the full many-body QED problem can be proved
under very general conditions[39], most practical formulations of QEDFT use the non-
relativistic PZW gauge Hamiltonian of an electronic system coupled to a mode resolved
electromagnetic field within the dipole approximation (See section 1.2),

Ĥ0 =Ĥe + 1
2

N∑
α

(
p̂2

α + ω2
α

[
q̂α − λα

ωα
· R̂
]2
)
. (2.18)

This Hamiltonian is also the one employed by the Octopus code[76] which was used for
the QEDFT calculations in Chapter 4. If the external perturbation can be represented
by a scalar potential, the internal variables are the electronic density, and the expecta-
tion values of the photon mode coordinates, (n(r, t), {qα(t)})[38, 39]. The Kohn-Sham
construction of QEDFT defines the following exchange-correlation potentials,

vMxc[n, qα](r, t) = vs[n](r, t) − v[n, qα](r, t), (2.19)
jα,M[n, qα](r, t) = jα,s[qα](r, t) − jα[n, qα](r, t), (2.20)

where vs[n](r, t) is the potential in the non interacting system and v[n, q̂α](r, t) is the
potential in the interacting system, and similarly for the currents. The Mxc subscript
denotes mixed exchange-correlation because it contains both electronic and photonic
contributions. Importantly, since the electrons and photons are decoupled in the non
interaction system, the potential and currents in the non-interacting system have only
functional dependence on the electronic density and displacement operators respec-
tively. In the time dependent case, the photon xc-current only has the mean field
contribution[77]. This means that one can write, jα,M[n, q̂α](r, t) = −ω2

αλα · R(t).
With these definitions, the problem can be recast in terms of the following set of
coupled equations for a set of non-interacting electrons, coupled to a set of photonic
modes,

iℏ∂tϕ(r, t) =
[
− ℏ2

2me
∇2 + vKS[v, n, qα](r, t)

]
ϕ(r, t), (2.21)

(
∂2

t + ω2
α

)
qα(t) = −jα(t)

ωα
+ ωαλα · R(t). (2.22)

Here the KS potential is defined as, vKS[v, n, qα](r, t) = vext[v](r, t) + vMxc[n, qα](r, t).
Instead of solving the coupled problem, one can thus solved the set of uncoupled
equations, provided that appropriate approximations of the exhange correlation terms
can be found. The exchange correlation naturally divides into a an electronic part,
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which is customarily denoted as the Hartree exchange-correlation (Hxc), and a photonic
part, which is denoted as the photonic exchange correlation (pxc)[38],

vMxc[n, qα](r, t) = vHxc[n](r, t) + vpxc[n, qα](r, t). (2.23)

This allows the well known xc-functionals from DFT and Time Dependent DFT(TDDFT)
to be reused in the case of the electronic part of QEDFT. Because the xc-potentials
depend on the density and photon coordinates, the equations have to be solved self-
consistently. This thesis mainly employs TDDFT and QEDFT within the linear re-
sponse regime, as discussed in the next chapter. Exchange and correlation in TDDFT
and QEDFT will therefore be discussed in the next chapter only in the ways that it
relates to the linear response formalism.

Besides quantum light, the QEDFT formulation can also be thought of as a way
to perform TDDFT calculations for an open quantum system,[38] which in principle
allows for the e.g. intrinsic linewidth of spectral peaks to be calculated directly instead
of being included as a simulation parameter[77]. However, a major question for both
applications related to quantum light, and for TDDFT for open quantum systems,
is how the set of field parameters {λα} should be related to a real electromagnetic
environment. It turns out, as shown partially in Publication [I] and elaborated signif-
icantly in 4, that the MQED expansion of the electromagnetic fields in terms of the
DGF can be used to directly relate the field parameters to a general electromagnetic
environment. The work presented in Chapter 4 in particular paves the way for both
all-modes simulation of quantum optics with large electronic systems, and TDDFT for
a general open quantum system in a general electromagnetic environment.



CHAPTER 3
Linear Response Theory

Having discussed methods to efficiently determine the electronic structure of matter,
this chapter focuses on how this knowledge can be translated into spectroscopic infor-
mation, focusing on how electronic systems respond to weak external perturbations.
For weak external perturbations, the response of the material will be proportional to
the applied perturbation, and it is governed by so-called linear response theory. A
simple example of linear response is Hooke’s law which states that the restoring force
of a spring, F , is proportional to the displacement from equilibrium, ∆x,

F = −k∆x, (3.1)

where k is the spring constant. The larger k is, the larger the restoring force will be and
thus the harder the spring is to displace from equilibrium. Therefore, k is a function,
albeit a trivial one, which encodes the first order response of the system. This makes it
an example of a linear response function. Of course, if you’re very strong, it is possible
to pull the spring so far that it starts plastic deformation, and eventually it will break.
When this point is reached, the linear approximation breaks and Eq. 3.1 no longer
applies. At this point, the response of the system to the perturbation has gone beyond
the realm of linear response and more complicated descriptions are needed. However,
within the regime that a spring would normally be operated, Eq. 3.1 remains valid
and even with its limitations it is therefore a very powerful formula.

This thesis is not about springs, but in some ways it is concerned with questions that
are conceptually similar to the question of how strong a spring is. However, instead
of asking what the response of the material will be to a mechanical perturbation, this
thesis is focused on what the response of a material to an electromagnetic perturbation
will be, and how knowing this can help us derive spectroscopic information about the
materials from ab-initio calculations. As is also the case for springs, considerations of
a material’s response to electromagnetic fields within linear response are only valid if
the perturbing field is weak. While linear response goes a long way towards describing
the response of matter to electromagnetic fields, it also makes sense to mention that
there are many properties that require a beyond linear response description, including
nonlinear optics phenomena such as high harmonic generation[78] and supercontinuum
generation in optical fibers[79].

The structure of this chapter is is as follows: First the formal quantum theory behind
the linear response is outlined and the Kubo formula is introduced. With this theory
at hand, the linear response of a non-relativistic, interacting QED system is discussed
and the relevant linear response functions are introduced. Following this, the practical
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formulation of linear response in terms of QEDFT is introduced. Finally, some ap-
proximations of the exchange-correlation kernels are discussed and the Random Phase
Approximation (RPA) is introduced.

3.1 Linear response theory
Consider a system described by the Hamiltonian Ĥ0. Suppose that at some time t0,
a weak perturbation, Ĥext(t), is applied, resulting in the system being driven from
equilibrium,
Ĥ(t) = Ĥ0 + θ(t− t0)Ĥext(t). (3.2)
To linear order, the response of the system is proportional to the applied perturbation
and given by the famous Kubo formula[31]. For the purposes of this thesis, it is
sufficient to consider perturbations whose time dependence can be written as,

Ĥext(t) =
∫
drÂ(r)f(r, t), (3.3)

where Â(r) is some one-body electronic operator, and f(r, t) is a function that gener-
ally depends on both spatial position and time. According to the Kubo formula, the
response of an observable described by B̂(r, t) is given as,〈
δB̂(r, t)

〉
=
∫
dr′
∫ ∞

t0

dt′χB
A(r, r′, t− t′)f(r′, t′), (3.4)

χB
A(r, r′, t− t′) = − i

ℏ
θ(t− t′)

〈[
B̂I(r, t), ÂI(r′, t′)

]〉
0
. (3.5)

Here χB
A(r, r′, t − t′) is the retarded response function, ⟨.⟩0 denotes the expectation

value with respect to the equilibrium state of the system, and the subscript I denotes
an interaction picture operator. Eq. 3.5 embodies the remarkable result that a non-
equilibrium property, the linear response to an external perturbation, can be entirely
described in terms of a retarded correlation function of the system in equilibrium. This
result is a manifestation of the fluctuation-dissipation theorem, which states that the
ability of a system to dissipate energy is directly related to the system’s fluctuations
in equilibrium[80].

3.2 Linear response of a non-relativistic QED system
Based on the theory outlined in the previous section, the linear response of a coupled
non-relativistic QED system can be studied. Following Ref. [77], an electronic system
coupled within the dipole approximation to a discrete set of photon modes, {q̂α},
is considered. Adopting the PZW gauge and neglecting magnetic interactions, the
Hamiltonian becomes,

Ĥ0 =Ĥe + 1
2

N∑
α=1

(
p̂2

α + ω2
α

[
q̂α − λα

ωα
· R̂
]2
)
. (3.6)
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There are two ways to probe the coupled system light-matter system: Either with an
external field coupling to the charged particles, or with an external current coupling
to the photon modes. A general external perturbation can thus be written as,

Ĥext(t) = V̂ext(t) + Ĵext(t), (3.7)

V̂ext(t) =
∫
dr′n̂(r′)vext(r′, t), (3.8)

Ĵext(t) =
∑

α

jα(t)
ωα

q̂α. (3.9)

Here vext(r, t) is the externally applied potential and jα(t) is the external current
pumbing mode α. Importantly, the perturbation in Eq. 3.8 is only sufficient to de-
scribe perturbation of the electronic system by longitudinal fields. Consequently, Eq.
3.8 is generally not sufficient to study the interaction between matter and electromag-
netic radiation, because electromagnetic radiation is described by a transverse field.
However, in the long wavelength limit, the longitudinal and transverse response func-
tions coincide.[81] Because photons in the optical and near UV regimes carry neglible
momentum, the optical response can thus be studied from the longitudinal response
function.

Because the light and matter are coupled via Ĥ0, the density will respond to the ex-
ternal current and the photon modes will respond to the external potential respectively,
even though the perturbations do not directly couple to these degrees of freedom. For
this reason, there are fundamentally four response functions to consider,

δn(r, t) =
∫ ∞

t0

dt′
∫
dr′χn

n(rt, r′t′)δv(r′, t′) +
N∑

α=1

∫ ∞
t0

dt′χn
qα

(rt, t′)δjα(t′), (3.10)

δqα(t) =
∫ ∞

t0

dt′
∫
dr′χqα

n (t, r′t′)δv(r′, t′) +
N∑

β=1

∫ ∞
t0

dt′χqα
qβ

(t, t′)δjβ(t′), (3.11)

where the response functions can be derived from the Kubo formula in Eq. 3.5,

χn
n(rt, r′t′) = −iℏ−1θ(t− t′) ⟨[n̂I(r, t), n̂I(r′, t′)]⟩0 , (3.12)
χn

qα
(rt, t′) = −iℏ−1θ(t− t′)ω−1

α ⟨[n̂I(r, t), q̂I,α(t′)]⟩0 , (3.13)
χqα

n (t, r′t′) = −iℏ−1θ(t− t′) ⟨[q̂I,α(t), n̂I(r′, t′)]⟩0 , (3.14)
χqα

qβ
(t, t′) = −iℏ−1θ(t− t′)ω−1

β ⟨[q̂I,α(t), q̂I,β(t′)]⟩0 . (3.15)

These response functions describe the density-density, the density-photon, the photon-
density, and the photon-photon responses respectively. Of particular importance in
condensed matter physics is the density-density response function in Eq. 3.12. In the
absence of quantized light modes, this is the only remaining response function, and
it is the response function of interest when considering most types of spectroscopy
and the dielectric screening in materials. For this reason, Chapter 5 will be dedicated
exclusively to it.
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Because of the form of perturbations considered, the linear response functions can
only depend on the time difference, t − t′, making it favourable to adopt a frequency
space representation. In the Lehmann representation, the frequency space response
functions are represented in terms of the eigenstates and energies of the coupled
electron-photon system,

χn
n(r, r′, ω) = 1

ℏ
lim

η→0+

∑
n

[
fn(r)f∗n(r′)

ω − (En − E0)/ℏ + iη
− fn(r′)f∗n(r)
ω + (En − E0)/ℏ + iη

]
, (3.16)

χn
qα

(r, ω) = 1
ℏ

lim
η→0+

∑
n

1
ωα

[
fn(r)g∗n,α

ω − (En − E0)/ℏ + iη
− gn,αf

∗
n(r)

ω + (En − E0)/ℏ + iη

]
, (3.17)

χqα
n (r, ω) = 1

ℏ
lim

η→0+

∑
n

[
f∗n(r)gn,α

ω − (En − E0)/ℏ + iη
−

g∗n,αfn(r)
ω + (En − E0)/ℏ + iη

]
, (3.18)

χqα
qβ

(ω) = 1
ℏ

lim
η→0+

∑
n

1
ωβ

[
gn,αg

∗
n,β

ω − (En − E0)/ℏ + iη
−

g∗n,αgn,β

ω + (En − E0)/ℏ + iη

]
, (3.19)

where fn(r) = ⟨Ψ0|n̂(r)|Ψn⟩ and gn,α = ⟨Ψ0|q̂α|Ψn⟩ are the transition matrix elements,
|Ψ0⟩ is the correlated electron-photon ground state, and |Ψn⟩ is the n’th excited state
of the correlated electron-photon system. The infinitesimal η ensures causality.

The response functions introduced in the previous section are often referred to as
polarizabilities because they encode the systems’ ability of polarize in response to an
external perturbation, and they provide access to a range of spectroscopic information.
χn

n and χq
q encode the direct response of the matter or photonic modes to an exter-

nal field or current respectively, and thus describe the absorption coefficients of the
electronic system and cavity modes respectively. Another way to phrase the same is
that they represent the normal ways of doing spectroscopy of the systems individually,
although they of course include the coupling in the general case. The cross polariza-
tions, χn

q and χq
n, allows for the probing of one of the subsystems indirectly and these

functions encode the cross talk between the systems[77].
The problem in practice is that the wave function of the correlated electron-photon

system is unknown and as discussed in section 2.2 very hard to solve for directly. It
therefore makes sense to formulate the problem in terms of QEDFT, as discussed below
in section 3.3.

3.3 Calculating linear response functions within the
QEDFT framework

In contrast to the interacting case, for the non-interacting Kohn-Sham system of
QEDFT it is comparatively easy to obtain the eigenstates and energies of the system.
From the set of energies and wave functions, it is possible to construct the response
functions of the non-interacting system via the Lehmann representation. The response
functions of the non-interacting system is denoted with a ”0”-subscript. Because the
photons and electrons are decoupled in the non-interacting system it only has two
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response functions, χn
n,0 and χqα

qβ ,0. The response functions of the interacting system
can then be calculated in terms of the non-interacting response function by solving the
following coupled set of Dyson equations[75, 77],

χn
n(rt, r′t′) =χn

n,0(rt, r′t′)+∫ ∫ ∫ ∫
dτdτ ′dr1dr2χ

n
n,0(rt, r1τ)fn

Mxc(r1τ, r2τ
′)χn

n(r2τ
′, r′t′)+∑

α

∫ ∫ ∫
dτdτ ′dr1χ

n
n,0(rt, r1τ)fqα

Mxc(r1τ, τ
′)χqα

n (τ ′, r′t′) (3.20)

χn
qα

(rt, t′) =
∫ ∫ ∫ ∫

dτdτ ′dr1dr2χ
n
n,0(rt, r1τ)fn

Mxc(r1τ, r2τ
′)χn

qα
(r2τ

′, t′)+∑
β

∫ ∫ ∫
dτdτ ′dr1χ

n
n,0(rt, r1τ)fqα

Mxc(r1τ, τ
′)χqβ

qα(τ ′, t′) (3.21)

χqα
n (t, r′t′) =

∑
β

∫ ∫ ∫
dτdτ ′dr1χ

qα

qβ ,0(t, τ)gnβ

Mxc(τ, r1τ
′)χn

n(r1τ
′, r′t′) (3.22)

χqα
qβ

(t, t′) =χqα

qβ ,0(t, t′)+∑
β

∫ ∫ ∫
dτdτ ′dr1χ

qα

qβ ,0(t, τ)gnβ

Mxc(τ, r1τ
′)χn

qβ
(r1τ

′, t′) (3.23)

where the exchange-correlation kernels are defined as,

fn
Mxc(rt, r′t′) = δvHxc[n](r, t)

δn(r′, t′) + δvpxc[n, qα](r, t)
δn(r′, t′) ≡ fn

Hxc(rt, r′t′) + fn
pxc(rt, r′t′) (3.24)

fqα

Mxc(rt, t′) = δvpxc[n, qα](r, t)
δqα(t′)

≡ fqα
pxc(rt, t′) (3.25)

gnα

M (t, r′t′) = δjα,M (t)
δn(r′t′) = −δ(t− t′)ω2

αλα · er′ (3.26)

Note that the last constant, gnα

M (t, r′t′), can be derived exactly since jα,M (t) is known
exactly, see section 2.2. The observant reader will notice that there is seemingly a
kernel missing, namely gqα

M (t,′ t) = δjα,M (t)
δqα(t′) . However, since the xc-current has no

functional dependence on the displacement field it vanishes.
The approach of reformulating the linear response problem in terms of QEDFT

provides a practical way to calculate the linear response of even large systems with
many electrons, provided that suitable approximations for the exchange-correlation
kernels can be found.

3.4 The Random Phase Approximation
In practice, one needs to approximate the exchange-correlation kernels to perform
actual calculations. The most widely applied approximation is the so-called Random
Phase Approximation(RPA). The RPA was initially developed for the case without
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photons, in which case the only exchange-correlation kernel is fn
Hxc(r1τ, r2τ

′). For
the electronic part, the RPA is equivalent to only keeping the Hartree (or mean field)
contribution to the exchange-correlation kernel. In the electronic case, the RPA is
therefore equivalent to time-dependent Hartree theory,

fn
Hxc(r1t, r2t

′) = e2

4πϵ0|r1 − r2|
δ(t− t′). (3.27)

In practice, RPA is often sufficient to accurately describe the plasmonic excitations of a
system, but completely fails to capture excitonic effects because the direct interactions
are neglected. In the context of materials, the RPA is therefore most appropriate for
the description of metallic systems, but often falls short in the description of semi-
conductors. The short comings of RPA for the Hartree-exchange are discussed further
in section 5.2.3, and the consequences of going beyond it are discussed in 5.2.5 on the
Bethe-Salpeter Equation.

Inspired by the standard RPA, Ref. [77] defined the photonic RPA (pRPA) as taking
the mean-field contributions to the photonic kernels,

fn
pxc(r1t, r2t

′) = δ(t− t′)
∑

α

(λα · er1)λα · er2, (3.28)

fqα
pxc(r1t, t

′) = −δ(t− t′)ωαλα · er1, (3.29)
gnα

M (t, r1t
′) = −δ(t− t′)ω2

αλα · er1. (3.30)

Note that at this level of approximation gnα

M (t, r′t′) is exact. As discussed in Ref. [77],
the main short-comming of the pRPA is that it neglects multi-photon processes, and
the pRPA is therefore appropriate in the weak and strong coupling regimes where
multi-photon processes are limited, but fails in the ultra strong coupling regime where
multi-photon processes begin to significantly affect the dynamics of the system[46].

3.5 The generalized Casida formulation of LR-QEDFT for
finite systems

It is possible to extract spectroscopic information from the polarizabilities of the system.
Assume for example that a molecular system is probed by an external field. This will
induce a change in the dipole moment of the molecule,

δD(t) = −
∫
drerδn(r, t). (3.31)

To characterize this coupling, the dipole polarizability tensor can be defined as,

D(ω) = α(ω)E(ω), (3.32)

which leads to the expression,

αµν(ω) = −
∫
drδn(r, ω)
δEν(ω)

erµ = e2
∫ ∫

drdr′rµχ
n
n(r, r′, ω)r′ν . (3.33)
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In practice, one often defines the dipole polarizability as the trace of the tensor in
3.33[82],

α(ω) = Tr [αµν(ω)] /3, (3.34)

which is directly related to the photoabsorption cross section of the electronic system,

σ(ω) = 4πω
3c

Imα(ω). (3.35)

For finite systems, the dipole polarizability can be written in terms of so-called
oscillator strengths of the transitions between the many-body states of the system,
fI [82],

α(ω) =
∑

I

fI

ω2 − Ω2
I

, (3.36)

fI = 2
3

ΩI

3∑
µ=1

|⟨Ψ0|erµ|ΨI⟩|2. (3.37)

where |Ψ0⟩ is the many-body ground state of the system, |ΨI⟩ is the I’th many-body
excited state, and ΩI is the energy of the transition between the two states. Note that
these states are the many-body states of the coupled electron-photon system and they
will generally have both electronic and photonic character. Importantly the oscillator
strengths obey the so-called f-sum rule,∑

I

fI = Nel (3.38)

where Nel is the number of electrons in the system.
In the absence of quantized light, the oscillator strengths can be determined by

solving the Caisda equation[75, 83]. As proven by Flick et. al. in 2019, the Casida
equation can be generalized to situations with quantized light. This generalized Casida
equation reads,[
U V
V T ωα

] [
F
P

]
= Ω2

S

[
F
P

]
. (3.39)

Here ωα is a diagonal matrix with the frequency of photon modes in the diagonal.
U accounts for the coupling between the electrons. Introducing the pair orbital index
S = (ia), corresponding to the pair orbital ΦS(r) = ϕi(r)ϕ∗a(r) with energy ϵS = ϵa −ϵi,
U can be expanded as,

USS′ = ϵ2SδSS′ + 2ϵ1/2
S KSS′(ΩS)ϵ1/2

S′ , (3.40)

KSS′(ΩS) =
∫ ∫

drdr′ΦS(r)fn
Mxc(r, r′,ΩS)ΦS′(r′). (3.41)
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If Npair pair-orbitals are included in the calculation, U is therefore an Npair × Npair
matrix. VαS is the matrix accounting for the coupling between the electrons and the
photon modes,

VαS = 2
√
ϵSMαS(ΩS)NαSωα, (3.42)

Mα,S(ΩS) =
∫
drΦS(r)fqα

Mxc(r,ΩS), (3.43)

Nα,S = 1
2ω2

α

∫
drΦS(r)gqα

M (r). (3.44)

The size of these matrices will be Nphoton ×Npair. The F part of the eigenvector in Eq.
3.39 can be interpreted as the matter part and the P can be interpreted as the photon
part. The square norm of the two gives the electronic- and photonic fraction of the
excitation respectively[77]. In terms of the eigenvectors it is possible to calculate the
transition matrix elements that enter Eq. 3.37[77]. Finally, note that when neglecting
the quantized light, only the top left block in Eq. 3.39 survives and one recovers the
standard Casida formulation of linear response TDDFT for finite systems[83].



CHAPTER 4
Towards a first-principles

description of real
molecules in real cavities

with MQED and QEDFT
The work presented in this section is still ongoing and therefore not included as a
publication. This work is a result of my external research stay at the Flatiron Institute
and it was supervised by Professor Angel Rubio and Assistant Professor Johannes Flick.
It builds on top of the ideas presented in Publication [I] and seeks to combine MQED
with QEDFT, providing a truly first principles description of many electron systems
coupled to complex electromagnetic environments.

As discussed in section 2.2, QEDFT is a generalization of TDDFT to situations with
quantized light modes. While QEDFT is a very powerful tool allowing for an ab-initio
treatment of systems with many electrons coupled to many photon modes, a major
limitation is that most practical formulations are based on a discrete mode expansion
of the electromagnetic field. As discussed in Chapter 1, this implies a lossless medium.
It has recently been suggested that the losses can be modelled by densely sampling the
photonic environment within the discrete approximation[77, 84]. However, so far the
formal connection between the standard Hamiltonian used by practical formulations
of QEDFT, Eq. 3.6, and the PZW gauge Hamiltonian in the presence of losses has not
been established. Furthermore, the connection between the electromagnetic environ-
ment and the cavity field parameters, {λα} has not been investigated in the QEDFT
literature. This means that current studies limit them limit themselves to very simple
cavity loss profiles, and even in these cases the cavity parameters are not linked to a
real cavity setup.

In this project we want to study how the QEDFT framework can be used for real
molecules in real cavity setups. Specifically, we will investigate how QEDFT can be
formulated in terms of the field expansion from MQED within the dipole approximation.
This will allow us to express the coupling constants in terms of the DGF, which can in
turn be related to a real cavity setup.
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4.1 Formalism
The starting point for this project is the PZW gauge Hamiltonian describing an elec-
tronic system coupled to the MQED field within the dipole approximation. Neglecting
magnetic interactions, the Hamiltonian reads,

H =
∑

α

p̂2
α

2mα
+ 1

2ϵ0

∫
drP̂(r)2

+
∑

λ

∫ ∞
0

dωℏω
∫
drf̂ †λ(r, ω) · f̂λ(r, ω) − d̂ · Ê(r0). (4.1)

As discussed in section 1.2.1, this Hamiltonian can be reformulated in terms of a set of
emitter centered bright modes. Within this formulation, the MQED expansion of the
electric field can be written as[85],

Ê(r) =
∑

i

∫ ∞
0

dωEi(r, ω)Ĉi(ω) + h.c., (4.2)

Ei(r, ω) = ℏω2

πϵ0c2

∑
j

V ∗ij(ω) ImG(r, r0, ω) · n̂j

Gj(ω)
. (4.3)

To connect this to the Hamiltonian used in the Octopus code LR-QEDFT implementa-
tion, we follow Ref. [84] in defining the auxiliary variables, λi(ω) = −

( 2
ℏω

)1/2
eEi(r0, ω),

and rewrite the field expansion at the emitter position as,

Ê(r0) = −
∑

i

∫ ∞
0

dω

(
ℏω
2e2

)1/2

λi(ω)Ĉi(ω) + h.c.. (4.4)

We want to change from the ladder operators to the canonical operators, q̂i(ω) =( ℏ
2ω

)1/2 (Ĉi(ω) + Ĉ†i (ω)) and p̂i(ω) =
(ℏω

2
)1/2 (Ĉi(ω) − Ĉ†i (ω)), again to be consistent

with the Octopus implementation of QEDFT. This is possible as long as the orthogo-
nalization scheme used in the construction of Ĉi(ω) results in real valued V matrices.
With this change, the electric field operator becomes,

Ê(r0) = −
∑

i

∫ ∞
0

dω
ω

e
λi(ω)q̂i(ω). (4.5)

The idea is then to use Eq. 4.5 to put Eq. 4.1 in a form similar to the Hamiltonian
in Eq. 3.6. The intuitive generalization of the Hamiltonian to the continuous case
suggests that,

H =HC
Mat+

1
2
∑

i

∫ ∞
0

dω

{
p̂i(ω)2 + ω2

[
q̂i(ω) − λi(ω)

ω
· R̂
]2
}
. (4.6)
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Here R̂ =
∑

i r̂i is the center of mass position of the charges making up the emitter
which is related to the dipole moment as d̂ = −eR̂. The question is then under what
conditions this holds. Inserting the field expansion into the emitter-field coupling term
in the Hamiltonian results in,

Ĥint = −d̂ · Ê(r0) = −
∑

i

∫ ∞
0

dωω
[
λi(ω) · R̂

]
q̂i(ω). (4.7)

which is the straightforward generalization of the lossless case. The other term in which
the field parameters appear is the dipole self energy term. As discussed in Chapter 1,
the origin of the dipole self-energy terms is the matter Hamiltonian, and generally it
should be derived in terms of the transverse projection of the full polarization term[36],

P̂⊥(r) = 2
3

P̂(r) +
∫
dr′ T̂⊥(r, r′) · P̂(r′). (4.8)

However, the direct application of this projection is computationally cumbersome. In
the lossless case, the Helmholtz equation is Hermitian and its transverse solutions
form a orthogonal and complete basis for the transverse space. Consequently, the
transverse polarization can be expanded in terms of these modes and the projection
can be simplified significantly. This procedure leads to the standard form of the dipole
self-energy term,
1

2ϵ0

∫
dr
[
P̂⊥(r)

]2
= 1

2
∑

α

[
λα · R̂

]2
. (4.9)

The fact that the transverse modes can be used to span the transverse projector indi-
cates that any truncation of the photon Hilbert space needs to be performed carefully
as it indirectly results in a truncation of the transverse basis and therefore also the
transverse polarization. The two should therefore generally always be truncated con-
sistently[5]. In the limit of a complete basis for the photonic Hilbert space, there are
some arguments that the term can be neglected[85]. This argument however seem to
suppose that the coupling to the field at arbitrarily large frequencies can be described
within the dipole approximation which would not be the case unless the system is a
true point emitter. Furthermore, in any numerical implementation, a finite basis for
the photonic Hilbert space would be employed, and the term is therefore generally
important.

The expansion of the transverse polarization field in the presence of losses is more
complicated. If the cavity losses are not true absorptive losses, but simply a result of
e.g. finite reflectivity of the cavity mirrors, the modes will globally obey,∫
drEi(r, ω1) · Ej(r, ω2) = δijδ(ω1 − ω2), (4.10)

and thus remain orthogonal and complete. In this case the transverse polarization can
be straightforwardly generalized,
1

2ϵ0

∫
dr
[
P̂⊥(r)

]2
= 1

2
∑

i

∫ ∞
0

dω [λi(ω) · R]2 . (4.11)
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In the presence of true absorption losses it is not possible to define the transverse
projector in terms of the field modes because these no longer form a complete, or-
thonormal set. We speculate that the transverse projection should instead by defined
in terms of a biorthonormal construction as discussed in Ref. [56], but this is still a
matter of ongoing research. From the point of the emitter it should not be possible to
distinguish these two cases because it only samples the field at is position. We thus
speculate that, at least for a single emitter position, the true form of the dipole self
energy term in the presence of losses will functionally be no different than Eq. 4.11.
As a first approximation it might also be generally prudent to approximate the dipole
self energy via Eq. 4.11. We note that in the regimes of coupling strength considered
in the following, the dipole self-energy terms is expected to have little effect[84] and
this is therefore not important for the conclusions that follow.

4.2 Spherical Micro-Cavities
Next we turn to a discussion of the mode structure of a real cavity. As an example, we
consider the spherically layered micro-cavity from Ref. [86]. As shown in Fig. 4.2a, the
cavity consists of three concentric spherical layers, each characterized by a frequency
dependent dielectric function, εn(ω).

To use the emitter centered framework, the DGF must be derived. In general, the
source and field points (r and r′ respectively) can be in either the same layer or different
layers. Consequently, the DGF for the reflected field is a 9 component object, where
each component is a 3D dyad. Labelling the possible combinations of source and field
points by two extra indices m,n = 1, 2, 3, the full DGF of the system can be written
as,

Gmn(r, r′, ω) = Gvac(r, r′, ω)δnm + Gref
mn(r, r′, ω). (4.12)

Due to the spherical symmetry of the problem, the DGF of the system is most efficiently
expanded onto vector spherical harmonics[54]. The 9 different components of the
reflection contribution can be worked out by invoking the electromagnetic boundary
conditions at the material interfaces. In this work we consider the situation where the
emitter is placed in the inner region of the cavity, and it is therefore only necessary to
consider the n = m = 3 component of the DGF.

For a general emitter position inside the cavity, it is necessary to carefully converge
the number of vector spherical harmonics used in the calculation of the DGF. However,
if the emitter is placed exactly in the center of the cavity things simplify significantly. In
this case, only the lowest order transverse magnetic mode contributes and the reflection
DGF can be written as[86],

Gref
33 (r, r′, ω)|r,r′→0 = iω

6πc
rN

n=1(ω)1. (4.13)

where rN
n=1(ω)1 is the reflection coefficient for the lowest order transverse magnetic
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mode. If we assume that region 2 is very thick we can write[86],

rN
n=1(ω) =

[
i+ ρ(n(ω) + 1) − iρ2n(ω) − ρ3n(ω)2

n+1

]
eiρ

sinρ− ρ(cosρ+ in(ω)sinρ) + iρ2n(ω)cosρ− ρ3(cosρ− in(ω)sinρ) n(ω)2

n(ω)2−1

,

(4.14)

where ρ = Rω/c is the standard size parameter from Mie theory[43].
The contribution from the vacuum DGF is ImGvac(r, r, ω) = ω

6πc1. The imaginary
part of the full DGF, evaluated in the center of the cavity, thus becomes,

ImG(0,0, ω) = ω

6πc
[
1 + RerN

n=1(ω)
]
1. (4.15)

Denoting the unit vector in the i’th direction ni it can be noticed that, ni ·ImG(0,0, ω)·
nj ∝ δij which means that the mode orthogonalization needed in the emitter centered
formulation is trivial in this case, (see section 1.2.1). The cavity field parameters can
therefore be derived directly,

λi(ω) = −e
(

ω2

6π2ϵ0c3

[
1 + RerN

n=1(ω)
])1/2

ni. (4.16)

Notice that the spherical symmetry of the cavity means that at each frequency there
are three orthogonal modes with identical field strengths, differing only by their spatial
orientation i. Any dipole orientation therefore couples identically to the cavity modes
if the emitter is placed in the center of the cavity.

4.2.1 Discretization of the cavity field parameters
In order to solve the problem using the linear response QEDFT formalism outlined in
Chapter 3, the approach will be to densely sample the field parameters in Eq. 4.16.
Assuming that we have uniformly spaced modes we can perform the simple discretiza-
tion,∫ ∞

0
dω →

∑
k

∆ω. (4.17)

In the continuous formulation, the operators Ĉi(ω) have units of s1/2 and the field,
E(r, ω) has units of Vs1/2/m. However, in a discrete expansion the creation and anni-
hilation operators should generally be unitless and the electric field should be in units
of V/m. It therefore makes sense to define the a new discretized field and creating/an-
nihilation operators as,

Ek(ωk) ≡
√

∆ωEi(0, ωk), (4.18)

â
(†)
k ≡

√
∆ωĈ(†)

i (ω). (4.19)
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Figure 4.1: Spherical micro-cavity setup: (a) Illustration of the three layer spherical
micro-cavity setup. (b) The Drude model dielectric function of gold. (c) The modes of the
spherical micro-cavity plotted for two different radii, R = 140nm in blue and R = 450nm in
orange. (d) The impact from the Drude dampening parameter on the cavity resonances.

Transforming to canonical operators, this leads to the following discretized Hamilto-
nian,

Ĥ0 =Ĥe + 1
2

N∑
k

(
p̂2

k +
[
q̂k − λk

ωk
· R̂
]2
)
. (4.20)

where the cavity field parameters are,

λk = −e
(

∆ωω2
k

6π2ϵ0c3

[
1 + RerN

n=1(ωk)
])1/2

nk. (4.21)

Notice again that the spherical symmetry of this specific cavity considered here means
that any dipole orientation couples identically to the cavity.
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4.2.2 The modes of a gold shell cavity
A simple way to make a mirror is with a metal surface and the dielectric function of a
metal can be approximated by the Drude model[81],

ϵ2(ω) = 1 −
ω2

p

ω2 + iγω
. (4.22)

Here ωp is the metal plasma frequency and γ is the Drude dampening rate. Below
the plasma frequency, the real part of the dielectric function will be negative and
the material surface will consequently be strongly reflective[2]. Above the plasma
frequency, the real part of the dielectric function becomes positive and the material
will loose its metallic characteristics resulting in a significant loss of surface reflectivity.
As a concrete example of a metal, Fig. 4.1b shows the frequency dependent Drude
dielectric function for gold[87]. Within the Drude mode, the plasma frequency of gold
is around 8.5 eV, and the surface will therefore be highly reflective below this frequency,
and significantly less reflective above this frequency.1

To illustrate the effect of the cavity geometry and the material properties on the
electromagnetic environment, Fig. 4.1c shows the the cavity modes of a gold cavity
with two different R1. It is clearly observed that the number of modes, as well as
their spectral position is directly linked to the radius. Furthermore, above the plasma
frequency of around 8.5 eV where the mirrors lose their reflectivity, the sharp mode
structure is replaced by a broad continuum of modes. Finally, Fig. 4.1d zooms in on
the mode around 7.1 eV in the cavity with R = 140nm and shows the effect of changing
the Drude dampening parameter. Here the width of the peak increases with increasing
dampening in the gold which highlights the connection between the width of the cavity
modes and the losses in the gold.

This example highlights how the use of the emitter centered representation of MQED
allows us to directly relate the cavity field parameters to a real electromagnetic envi-
ronment. While this is a relatively simple example, the approach is general and should
work for an arbitrary electromagnetic environment provided that the DGF can be
determined.

4.3 Adding an emitter to the cavity
We next add a benzene molecule to the cavity. Benzene is chosen mainly because of it
prevalence as a test system in the existing TDDFT and QEDFT literature on strong
coupling[77, 84, 88], but we emphasize that the method can treat systems with more
electrons if needed. We focus on finding a cavity configurations with a mode resonant
with the Π → Π∗ transition of the benzene molecule. The first step is thus to determine
the spectral position of this transition. Using the Casida framework presented in section
3.5 without photons, we find that this transitions occurs at 6.808 eV (182 nm) in free
space, consistent with previous TDDFT calculations for benzene[77, 84].

1It should be noted that the Drude model is not a good model for the dielectric properties of gold
due to the neglect of d-band absorption. In the future, better models for the metal will be explored.
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Figure 4.2: (a) Different radii of the spherical micro-cavity that host a resonance that aligns
with the Π → Π∗ of the benzene molecule. The total light-matter coupling strength of the
modes is also shown in the legend, and it can be clearly observed that the cavity-coupling
strength grows with decreasing cavity radius. (b) The linear absorption spectrum of benzene
as a function of cavity radius showing a clear radius dependent Purcell enhancement.

As shown in Fig. 4.2a, it is possible to find different radii of the gold micro-cavity
for which there is a cavity mode resonant with the benzene Π → Π∗ transition. As
expected, the cavity coupling strength increases as the cavity is made smaller. All but
the smallest cavity are optical cavities in the sense that the characteristic dimension of
the cavity, the radius, is larger than the wavelength of the transition. For the smallest
cavity of radius 16 nm, a significant increase in the coupling strength relative to the
other sizes is observed. This happens exactly because this cavity is sub-wavelength
sized and therefore significantly near-field coupling to the surface plasmon mode of
the gold starts to occur. Fig. 4.2b shows the linear absorption spectra of the coupled
emitter-cavity system calculated for the different cavity radii using the linear response
QEDFT method. We emphasize that all linewidths in the figure are true linewidths
in the sense that they are not related to any broadening parameters in the QEDFT
calculation and only reflect the density of states in the optical environment. A radius-
dependent Purcell enhancement with decreasing radius is clearly observed, reflecting
the reduction in radiative lifetime resulting from the altered optical environment. How-
ever, it is not possible to achieve strong coupling with a single benzene molecule using
the gold-shell cavity. We attribute this to the fact that as the coupling strength gets
larger with decreasing radius, the optical losses also increase, resulting in a broader
cavity resonance. We note in passing that the Purcell enhancement for the smallest
16 nm cavity is around 3500 which means that the local field enhancement at the cen-
ter of the spherical micro-cavity is comparable to what is found in experiments with
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(a) (b)

Figure 4.3: (a) The linear absorption spectrum of benzene as a function in the gold cavity
as a function of the Drude dampening parameter. (b) The linear absorption spectrum in a
cavity with γ = γgold/4 as a function of the number of benzene molecules.

plasmonic microcavities.[89]
In an attempt to reach the SC regime, we next seek to reduce the losses in the cavity.

As already discussed above, the width of the cavity resonance is reduced for smaller
Drude dampening parameters, γ. For this reason, Fig. 4.3a shows the absorption
function for the case with the true gold dampening, as well as 25%, 10% and 5% of
the dampening respectively. As shown in the inset of Fig. 4.3a, we find that reducing
the losses results in a a narrower cavity mode without a significant reduction in the
cavity coupling strength. At around 25% of the true dampening, we begin to observe
indications of the two polariton peaks in the linear absorption spectrum. Further
reducing the dampening we see clear strong coupling with a Rabi splitting of around
2g ∼ 10 eV. This emphasizes the importance of the optical losses in reaching the strong
coupling regime, and further highlights the significant strength of our method that we
are able to study the effect of different cavity parameters from first principles via our
combination of QEDFT and MQED.

Another way to engineer the coupling strength is by changing the emitter. There
are two ways to do this, either by changing the emitter of by changing the number
of emitters. As discussed in section 1.3, the effective coupling strength should scale
with the square root of the number of emitters. To investigate this, we take the cavity
with 25% of the true gold losses, and compute the absorption spectrum for 1,2 and 3
benzene molecules. As shown in Fig. 4.3b, we see a clear evolution of the Rabi splitting
with the number of benzene molecules. To perform this analysis, one needs to solve a
coupled many electron, many photon problem and it again highlights the strength of
the method.
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Finally, it is possible to increase the coupling strength by exchanging the benzene
molecule with another emitter with a larger transition dipole moment. To investigate
this, we consider if we consider molecules with more benzene rings anthracene, naphtha-
lene etc., and compute the spectrum and oscillator strength of the Π → Π∗-transition
as a function of the number of rings using the Casida method without photons, as
shown in Fig. 4.4. It can be seen that the transition dipole moment of the Π → Π∗-
transition scales linearly with the length of the molecule. However, the position of the
peak also changes significantly meaning that the cavity has to be re-optimized to be
resonant with the transition. For the size systems where the calculations were feasible,
we find that it is not possible to reach the strong coupling regime this way. However,
it again highlights the strength of the approach that we can treat electronic systems
of this size.

4.4 Conclusion
In conclusion, we have shown how a combination of MQED and QEDFT can be used
to eliminate the arbitrariness of the cavity field parameters in QEDFT calculations.
We have used this approach to treat the case of benzene in a spherical micro-cavity, and
showed that the effect of changes in the electromagnetic environment can be captured
directly in our first principles calculations. To highlight the strength of the QEDFT
method, we further showed that it is possible to treat many molecules coupled to a
multi-mode photonic environment while accounting for the full electronic structure of
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Figure 4.4: (a) The linear absorption spectrum of different aromatic compounds without
any photon modes. (b) The transition dipole moment of the Π → Π∗-transition as a function
of the number of aromatic rings.
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the emitters.
This work sets is a step towards parameter-free QEDFT calculations and also opens
open the possibility for proper treatment of real experimental setups. We emphasize
that the connection between the optical environment and the DGF is not limited to
cavity like setups but instead provides a general way to determine the electromagnetic
spectral density of an arbitrary environment. In addition to the QED setup, our
method therefore also provides a way to perform TDDFT in a lossy optical environment,
potentially removing the need for artificial spectral broadening in such calculations.

4.5 Computational details for the QEDFT calculations
We use the publicly available real space psuedo-potential DFT code OCTOPUS[76].
Molecular geometries are optimized with the LDA exchange-correlation functional, on
a real space grid consisting of spheres of radius 6Å around each atom with a grid
spacing of 0.16Å.
We calculate the ground state on a real space grid consisting of spheres of radius 6 A
around each atom with a grid spacing of 0.08 A. This grid configuration ensures that
the ground state energy is converged to within 1 meV/atom.
For the Casida calculation, we need to converge the excited states. We perform a fixed-
density calculation on top of the ground state calculation to determine the excited
states. For the systems considered here, we find that the relevant transitions are
well converged with 300 excited states included. We find that the coupling to the
optical environment is well converged when sampling each cavity peak with around
1000 photon modes.



CHAPTER 5
Dielectric Screening in

Materials
In much of condensed matter physics and chemistry, the quantum nature of the electro-
magnetic field can be neglected and replaced with a classical description. In this limit,
the field is treated solely as an external perturbation, and of the four response func-
tions of the full non-relativistic QED linear response theory only the density-density
response function (χn

n(r, r′, ω)) retains relevance. This limiting case is very important
as it describes many different types of spectroscopy, as well as the dielectric response
of materials. Since the density-density response function is the only relevant response
function is this regime, the super- and subscripts are suppressed in the following.

This chapter explores the relation between dielectric screening and spectroscopic
observables, with a discussion structured in the following way: Initially, the dielectric
function is introduced and some general considerations about response functions in
discretely periodic crystalline systems are outlined and the concept of local field effects
is introduced. Secondly, a convenient mode decomposition of the dielectric function is
introduced which allows for more detailed investigation of excitation spectra.

Subsequently, another way to describe the role of the dielectric functions is that
it describes the neutral excitations of the system. The dielectric function is therefore
intricately connected to the electronic structure of the material in question. Because the
excitation spectrum of the system depends on both the occupied and unoccupied states,
any proper description of the dielectric properties requires an accurate description of
both the ground and excited states. Furthermore, electronic screening is also strongly
dimensionality dependent and electronic screening therefore differs fundamentally in
2D and 3D materials. These relations are explored using Many Body Perturbation
theory, and in this discussion proper approximations are also outlined.

Finally, the relation between the dielectric function and spectroscopic properties are
discussed as it relates to the work in this thesis.

5.1 The Dielectric Function
When dealing with screening, the central response function is in fact not the density
response function but instead the dielectric function, ϵ. Formally, the inverse dielectric
function is defined as the linear response function relating the total potential to the
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externally applied one,

vtot(r, ω) =
∫
dr′ϵ−1(r, r′, ω)vext(r′, ω). (5.1)

Because the total potential is the sum of the external potential and the potential in-
duced by the material in response to the perturbation, ϵ encodes the material response,
as is also the case for χ. In principle, spectroscopic observables such as e.g. optical
absorption, electron energy loss spectra and refractive indices can be therefore formu-
lated in terms of both χ and ϵ. The two response functions are in fact directly related
to each other via,

ϵ−1(r, r′, ω) = δ(r − r′) +
∫
dr′′v(r − r′′)χ(r′′, r′, ω), (5.2)

where v(r) is the real space Coulomb interaction. However, in any spectroscopic exper-
iment, the external potential is the quantity that is controlled while the total potential
is the measured quantity. The dielectric function is therefore the more natural choice
making it the central object in computational spectroscopy.

5.1.1 The macroscopic dielectric function and response functions
in periodic systems

In most real experiments, the potential applied to the material varies on a length scale
that is much larger than the size of the unit cell. (The exception to this rule of thumb is
spatially resolved Electron Energy Loss Spectroscopy). However, because the material
structure has variations on a microscopic scale, the potential induced in response the
the external potential will nonetheless include microscopic variations on the size of the
unit cell. These rapid spatial variations cannot be resolved experimentally, and the
thing that is actually measured in an experiment is the average of the microscopic total
potential over a unit cell,

Vtot(r, ω) = 1
Ωuc

∫
Ω(r)

dr′vtot(r′, ω). (5.3)

Even though these induced rapid spatial variations cannot be resolved in the experi-
ment directly, they will impact the long wavelength component of the total potential
and therefore affect the measurement. The impact of the microscopic variations on the
macroscopic response is called local field effects and it is a very important concept in
condensed matter physics.

Because the measured part of the total potential is an average over the unit cell, it is
translationally invariant and it makes sense to define a macroscopic dielectric function,
ϵM , which relates the macroscopic component of the total potential to the external
potential,

Vtot(r, ω) =
∫
dr′ϵ−1

M (r − r′, ω)vext(r′, ω). (5.4)
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It is again important to emphasize that even though the microscopic variations of the
field are not directly resolved in the experiment, they can have a profound impact on
ϵM via the local field effects.

To develop a better understanding of this, consider the fact that the response func-
tions of a periodic system has to obey the underlying translational invariance. For a
crystal, this means that the displacement of any response function, f , by any lattice
vector R, has to leave it unchanged, f(r, r′) = f(r + R, r′ + R). Consequently, the
inverse Fourier transform can be expressed as,

f(r, r′) = 1
Ω

BZ∑
q

∑
G,G′

ei(q+G)·rfG,G′(q)e−i(q+G′)·r′
, (5.5)

where q is the momentum transfer, G and G′ are reciprocal lattice vectors, and Ω
is the unit cell volume. The G,G′ = 0 component represents the spatially slowly
varying component induced directly by the perturbation with wave vector q, and the
G,G′ ̸= 0 components represents the components with rapid spatial variation induced
by the periodicity of the crystal. The potentials can be similarly expanded in the plane
wave basis as,

v(ext,tot)(r, ω) = 1
Ω

BZ∑
q

∑
G
v

(ext,tot)
G (q, ω)e−i(q+G)·r, (5.6)

and Eq. 5.1 can be rewritten as,

vtot
G (q, ω) =

∑
G′

ϵ−1
G,G′(q, ω)vext

G′ (q, ω). (5.7)

While the microscopic total potential will contain G ̸= 0 components, any external
potential applied in a realistic spectroscopic experiment will not as it will vary on a
length scale much larger than the crystal unit cell. Eq. 5.7 thus reads,

vtot
G (q, ω) = ϵ−1

G,0(q, ω)vext
0 (q, ω), (5.8)

in practice. Using Eq. 5.8, the expression for the macroscopic component of the total
potential in Eq. 5.3 can be written as,

Vtot(r, ω) = 1
Ω

BZ∑
q
vtot

0 (q, ω)e−iq·r. (5.9)

The reciprocal space representation of the macroscopic total potential is thus the G =
0 component of vtot

G . Since the external potential only contains a long wavelength
component, the reciprocal space representation of Eq. 5.3 becomes,

Vtot(q, ω) = ϵ−1
00 (q, ω)vext(q, ω). (5.10)

Comparing with Eq. 5.4, it is clear that the macroscopic dielectric function should be
defined as,

ϵM (q, ω) = 1
ϵ−1

00 (q, ω)
. (5.11)
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Because ϵG,G′(q, ω) is a matrix it is important to stress that 1
ϵ−1

00 (q,ω) ̸= ϵ00(q, ω)
and the macroscopic dielectric function should always be defined via Eq. 5.11. This
reflects the fact that even though the rapid variations in the field induced in the
material cannot be directly resolved in the experiment, they have real experimental
consequences because they affect the macroscopic component of the total potential.

It is very important to note that the macroscopic dielectric function is not well defined
for a 2D material in the optical limit (q → 0)[90]. For a 2D material, the properties in
the optical limit should be formulated in terms of the polarizabilities.

5.1.2 Spectral decomposition of the dielectric function
While the macroscopic dielectric function is the key object describing the spectroscopic
properties of materials, it is not sufficient to fully characterize the excitations in a
material. As an example, modes with odd spatial symmetry will not show up in the
macroscopic EELS spectrum. In some cases it can therefore be beneficial to investigate
the microscopic dielectric function in more detail.

A powerful tool to investigate the microscopic dielectric function is its spectral rep-
resentation[91]. Because the dielectric function is generally non-Hermitian, its spectral
representation takes the following form,

ϵ(r, r′, ω) =
∑

n

ϵn(ω)ϕn(r, ω)ρn(r′, ω). (5.12)

Here ϵn(ω) is n’th complex eigenvalue, and ϕn(r, ω), ρn(r, ω) the right and left eigen-
vectors respectively. The latter pair can be shown to satisfy Poisson’s equation,
∇2ϕn(r, ω) = 4πρn(r, ω), and therefore represent the density and induced potentials
associated with the n’th mode of the dielectric function respectively. This leads to the
interpretation of the complex eigenvalue ϵn(ω) as the effective dielectric function of
mode n.

For periodic systems, the eigenmodes and right eigenvectors of the dielectric function
are determined by diagonalizing the dielectric matrix,∑
G′

ϵG,G′(q, ω)ϕn,G′(q, ω) = ϵn(q, ω)ϕn,G(q, ω). (5.13)

The dual vectors (the induced densities), ρn,G(q, ω), can be found by inverting the
matrix ΦG,G′(q, ω), the columns of which are made up of ϕG(q, ω). The real space
representation of the induced potentials and densities associated with the modes can
be found by means of a Fourier transformation, and this allows for visualization of the
modes. Furthermore by studying the evolution of ϵn(q, ω) as a function of q it becomes
possible to directly probe the momentum transfer dependence of the excitations in the
system. In Publication [III], the spectral representation was used to study the unique
way in which the reduced screening in 2D impacts plasmon formation.



5.2 Many Body Perturbation Theory and Dielectric Screening 54

5.2 Many Body Perturbation Theory and Dielectric
Screening

The dielectric function is a linear response function, and as already discussed in section
3.1 on linear response and the Kubo formula, any linear response function can be
written in terms of the retarded correlation functions of the system in equilibrium.
Since these correlation functions have a Lehmann representation, it means that a solid
understanding of these can be developed if they can be discussed in terms of a theory
that properly represents the electronic structure of the system. Importantly, any such
theory would have to simultaneously account for the ground and excited states of the
system. Ground state DFT is constructed to be an exact ground state theory, and it
is known that even with the exact functional the bandstructure is not supposed to be
exact because DFT does not correctly account for the derivative discontinuity. This is
the origin of the so-called bandgap problem which haunts most DFT functionals, and
in practice it also haunts linear response TDDFT because it builds on top of the ground
state calculation. The problem can be remedied somewhat with the hybrid functionals,
or by explicitly evaluating the derivative discontinuity as done in GLLBSC, but in
practice it is nice to have a method that correctly describes both the ground- and
excited states by construction.

In order to properly describe the single particle energies of a system, one should
seek a method that can properly account for both the ground and excited state of the
system. To this end, this section discusses Many Body Perturbation Theory(MBPT) in
an attempt to develop a better understanding of the screening processes in a material.
This discussion allows for the natural discussion of important concepts such as the GW-
approximation, the Random Phase approximation, and the Bethe-Salpeter equation.

5.2.1 The single particle Green’s Function and Quasi Particles
The central object in MBPT is the single particle GF,

G(r, t; r′t′) = ⟨N |T̂
{
ψ̂(r, t)ψ̂†(r′, t′)

}
|N⟩. (5.14)

Here ψ̂(r) is a fermionic field operator, |N⟩ is the N -particle ground state of the
interacting system, and T̂ {◦} denotes time ordering of the operators. Physically, the
single particle GF propagates a single particle added to the system from one spacetime
point to another. Depending on the time ordering in Eq. 5.14, the particle in questions
is either an electron or a hole. For (t′ < t), Eq. 5.14 corresponds to the amplitude that
an electron added at (r′, t′) propagates to (r, t) where it is annihilated. Contrastingly,
for (t′ > t), Eq. 5.14 corresponds to the amplitude that a hole added at (r, t) propagates
to (r′, t′) where it is annihilated. The definition of the GF in Eq. 5.14 is therefore able
to describe all, single particle charged excitations in the system.

In frequency space, the single particle GF has a Lehmann representation in terms of
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the charged single particle excitations of the system,

G(r, r′, ω) =
∑

j

ψj(r)∗ψj(r′)
ω − ϵj + iηsgn(ej − EF )

, (5.15)

where,

ϵj = E(N) − E(N − 1, j), ψj(r) = ⟨N − 1, j|ψ̂(r)|N⟩, For ϵj < EF , (5.16)
ϵj = E(N + 1, j) − E(N), ψj(r) = ⟨N |ψ̂(r)|N + 1, j⟩, For ϵj > EF . (5.17)

Here E(N) is the energy of the N -particle ground state, |N − 1, j⟩ and E(N − 1, j)
are the state and energy of the system with one electron removed from state j, and
|N + 1, j⟩ and E(N + 1, j) are the state and energy of the system with one electron
added to state j. It can be seen that the single particle GF has poles exactly at the
addition and removal energies of the system, and it is related to the intrinsic spectral
function of the system,

A(r, r′, ω) = π−1ImG(r, r′, ω)sgn(EF − ω). (5.18)

Within the sudden approximation which disregards complications related to the prop-
agation from sample to detector, the intrinsic spectral function is directly related to
what would be measured in for example Photoemission Spectroscopy(PES) and Inverse
PES(IPES) respectively[92, 93]. The thing that is measured with these techniques is
really the energies that it takes to remove or add an extra electron to the system,
and with a reliable way to calculate the GF of the interacting many-body system it is
therefore possible to determine the true addition and removal energies of the system.

For a non-interacting system, the ground state of the system is a single Slater deter-
minant, and consequently the GF is made up of a series of separated delta function
poles representing true single particle excitations in the system. Another way to think
of this is that in the non-interacting system, the single particle excitations do not feel
their surroundings and they have an infinite lifetime. In an interacting system, the
ground state cannot be represented by a single Slater determinant, and as a result
the poles can be grouped into structures that resemble broadened peaks. This means
that the excitations are no longer true single particle excitations but instead represent
many-body excitations of the interacting system. In some case, the peaks look like sim-
ple broadened Lorentzian peaks and in this case they can be represented as first order
poles in the complex plane. Such structures are functionally similar to charged single
particle excitations in non-interacting systems, and they represent single-particle like
excitations of the interacting system. For this reason, they are called almost particles
or quasi-particles. A physical explanation of such peaks is that sometimes the effect
of the interactions is merely to dress the single particles. For example, a negatively
charged electron introduced into the system can repel the electrons around it. This re-
sults in a buildup of positive charge around the negatively charged electron, effectively
reducing its charge. The single particle is thus ”dressed” by the interactions, resulting
in something that acts like a single particle would do, but is something more compli-
cated. Near such quasi-particle peaks, the GF is often expanded into a quasi-particle
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part and a multi-particle part. The quasi-particle part reads,

GQP(r, r′, ω) =
∑

j

ψQP
j (r)∗ψQP

j (r′)
ω − ϵQP

j

(5.19)

where the quasi-particle energies are generally complex ϵQP
j to reflect the lifetime broad-

ening resulting from the interactions in the system. The interactions can thus both
shift the energy of the excitation, and result in a finite lifetime reflected by the width
of the peak. The norm of the quasi-particle states is not unity but instead given by
the so-called quasi-particle weight Zj . If Zj is close to one, the systems excitations
are well described as single particle like and the quasi-particle picture applies. If Zj

is small, it means that the excitations of the system are more multi-particle like. In
such cases, the multi-particle part of the GF carries most of the information and the
weight is flushed into satellites. This reflects stronger correlation in the system and
the quasi-particle picture becomes in appropriate.

5.2.2 The Self-Energy and Hedin’s equations
Actual calculation of the single particle GF relies on the equations of motion technique.
In this approach, the one particle Green’s function of an interacting system is related
to the two-particle Green’s function, which is related to the three particle Green’s
function and so on to the infinite particle GF in what is called the Martin-Swinger
Hierarchy[94]. This connection between the N and N − 1 particle GFs reflects the
presence of interactions in the system.

While formally interesting, the infinite series is not practical for actual calculations,
and as a formal way of truncating the series the so-called self-energy, Σ, is defined
such that the equation of motion for the single particle GF can be written as a Dyson
equation,

G(1, 2) = G0(1, 2) +
∫
d3d4G0(1, 3)Σ(3, 4)G(4, 2). (5.20)

In the above, the standard notation (N) = (rN , tN ) has been introduced. Here, G0 is
defined so as to contain the kinetic energy, the external potential and the Hartree po-
tential. These terms are the easy ones that can be treated without approximations, as
discussed in section 2.1. In that way, the self-energy is constructed to capture the effect
of exchange and correlation, and its interpretation is therefore that it is the correction
to the single-particle Hamiltonian due to the presence of inter-particle interactions in
the system. Importantly, the self-energy is a frequency dependent quantity reflecting
its relation to many-particle effects[93].

The GF and the self-energy are themselves related to a set of other 2 and 3 point
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GFs through the so-called Hedin’s equations[92, 95],

Σ(1, 2) = i

∫
d(34)G(1, 3)Γ(3, 2, 4)W (4, 1+), (5.21)

W (1, 2) = V (1, 2) +
∫
d(34)V (1, 3)P (3, 4)W (4, 2), (5.22)

P (1, 2) = −i
∫
d(34)G(1, 3)G(4, 1+)Γ(3, 4, 2), (5.23)

Γ(1, 2, 3) = δ(1, 2)δ(1, 3) +
∫
d(4567) δΣ(1, 2)

δG(4, 5)
G(4, 6)G(7, 5)Γ(6, 7, 3). (5.24)

Here W is the screened Coulomb interaction which in terms of the dielectric function
can be expressed as W (1, 2) =

∫
d(3)ϵ−1(1, 3)V (3, 2). P is the irreducible polarizability

representing all the possible screening processes in the material. It can be thought
of as the set of fundamental process by which the system is able to polarize. The
actual polarization of the system can be made up of any number of repetitions of these
processes and is described by the full or reducible polarization, χ. The reducible and
irreducible polarizations are related via a Dyson equation,

χ(1, 2) = P (1, 2) +
∫
d(34)P (1, 3)V (3, 4)χ(4, 2). (5.25)

Finally, Γ is the interaction vertex of the system, and it describes a renormalization of
the electron-photon interaction. In principle, Hedin’s equations capture the full range
of interactions in the system, and if iteratively solved they very accurately describe the
ground and excited states of the system. However, in practice it is impossible to solve
the full set of equations and suitable approximations have to be made. Fortunately,
discussing these approximations also brings insight into the different screening processes
that occur in a material.

5.2.3 The GW approximation
The most famous, and to the best of the authors knowledge, first approximation to
Hedin’s equations is the so-called GW approximation[95]. Within the GW approxi-
mation, the vertex corrections are neglected completely, Γ(1, 2, 3) ≈ δ(1, 2)δ(1, 3), in
which case the rest of Hedin’s equations reduce to,

Σ(1, 2) = iG(1, 2)W (2, 1+), (5.26)

W (1, 2) = V (1, 2) +
∫
d(34)V (1, 3)P (3, 4)W (4, 2), (5.27)

P (1, 2) = −iG(1, 2)G(2, 1+). (5.28)

It is seen that the self energy reduces to the product of the Green’s function (G) and
the screened interaction (W ), which gives the approximation its name. From these
equations, it is seen that the GW-approximation can be understood a dynamically
screened version of Hartree-Fock (HF). Indeed, replacing W with V in the expression
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for Σ on recovers the standard HF expression. HF can there be thought of as the
lowest order GW-approximation in the interaction. The inclusion of the dynamic
screening effects in the full GW approximation accounts for the fact that the screening
in the material reduces the direct Coulomb interaction between the particles, and the
dynamical nature accounts for the fact that the system is interacting. In practice, the
GW approximation greatly improves of HF and gives a good description of things like
band gaps of solids[93].

The simplified Hedin’s equations can now be solved iteratively in principle. While
possible, in practice one often relies on the further so-called G0W0 approximation,
where the equations are only iterated a once. The G0W0 approximation has the dual
benefit of being computationally cheaper, and also often giving better results than the
full self-consistent GW calculation. This happens because it turns out that the vertex
corrections are important to include in the self-consistent scheme[92, 93]. Within the
simplest G0W0 approximation, Hedin’s equation are not iterated and the correction to
the non-interacting single particle energies are evaluated using first order perturbation
theory. In practice, the starting point for the G0W0 calculation is often the set of
Kohn-Sham states and energies from a DFT calculation. For example, in a periodic
system where the states can be labeled by a band index, n, and a wave vector from
the first Brillouin Zone, k, the energy correction is evaluated as,

ϵQP
nk = ϵKS

nk + Znk⟨ψKS
nk |Σ̂(ϵKS

nk ) − V̂xc|ψKS
nk ⟩ (5.29)

Note importantly that the exchange correlation energy used in the DFT calculation
is subtracted from the self-energy in Eq. 5.29. As discussed in section 5.2.2, the self-
energy is there to account for exactly the exchange and correlation and this is therefore
necessary to avoid double counting.

The main convergence parameters in G0W0 for solids are the k-point grid used in
the calculation, as well as the plane wave cut-off energy and number of bands used
for the calculation of the screened interaction. In practice, the number of bands is
usually converged directly, while the cut-off energy and the k-point density are usually
extrapolated to infinity.

5.2.4 The Random Phase approximation
It is also interesting to take a extra look at the irreducible polarization in these sim-
plified equations to understand which screening processes are included at this level
of approximation. Within the GW approximation, the P (1, 2) reduces to the prod-
uct of two Green’s functions, essentially representing an electron-hole pair created
at 1 and annihilated at 2 without interacting with each other. This means that all
multi-particle processes that could contribute to the screening are neglected within the
GW-approximation, and it is a consequence of neglecting δΣ/δG. Throwing this term
away means that the response of the polarization to the excitations in the screening
process is neglected[92]. Another way of arriving at the same result is to state that be-
cause all multi-particle contributions to the screening have rapidly varying phase these
will contribute less than the single particle ones, giving the approximation its name:
The Random Phase Approximation (RPA). As discussed in section 3.4, the RPA is also
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obtained when neglecting the exchange correlation kernels in linear response TDDFT
and linear response QEDFT. The above arguments now explain why the RPA only
captures single particle contributions to the screening process. It is important to note
that the form of the RPA calculated within the linear response DFT formalisms is
actually slightly more approximate, because, in the language of Hedin’s equations, it
constructs the polarization in terms of the GF of the Kohn-Sham system, which would
be G0 instead of the full G.

The remaining discussion point is the validity of the RPA. In metals, the screening is
very large, and an electron and a hole quasi particle in the material will therefore only
interact weakly. For this reason, the RPA expression for P is often sufficient to describe
metallic systems and it can account for the plasmonic excitations that dominate in
those systems. In contrast, in semi-conductors and insulators, the screening is much
weaker than in metals, and in general an electron and a hole will interact significantly.
This mutual interaction gives rise to excitons, and properly accounting for these is
critical to obtain a proper description of the dielectric properties of semi-conductors
and insulators. This is especially true in 2D due to the reduced screening, as discussed
further in section 5.2.6. However, the applicability of the RPA depends strongly on the
questions asked. Near the band-edge of the semiconductors where the excitonic effects
manifest directly it is not good approximation, but it does perform relatively well for
example for static screening in 3D semiconductors. These points are elaborated more
extensively in Publication [II] with respect to 3D semi-conductors, and in Publication
[III] for 2D materials.

5.2.5 Vertex corrections and the Bethe-Salpeter Equation
As mentioned above, within the GW approximation the screening is evaluated within
the RPA where multi particle processes contributing to the irreducible polarization are
neglected. This was a consequence of neglecting the vertex corrections by assuming
δΣ
δG = 0, and it can be understood physically as neglecting the polarization response
to the virtual excitations involved in the screening process. To give an example of
why this is approximate: Within the RPA, the polarization does not respond to the
electron-hole pairs that constitute the fundamental building block of the screening
process. In reality, this would generally not be true, as the negatively charged electron
and the positively charged hole would attract and form a two-particle bound state
called an exciton. As mentioned above, this two-particle state would have a lower
energy than the two quasi-particles separately, and it can have a strong impact on
physical properties and result in e.g. optical absorption onset below the quasi-particle
bandgap.

To take the vertex corrections into account, the vertex equation in Hedin’s equation
can be iterated once with Σ evaluated at the GW level. It is commonly assumed that
the alteration of the screening by the excitations is negligible and that the functional
derivative of the self energy can be approximated as[92],

δΣ
δG

= i
δ

δG
(GW ) ≈ iW. (5.30)
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Within this approximation, the Hedin’s equation for the polarizability (Eq. 5.23) can
be reformulated with this lowest order vertex taken into account. It turns out that the
kernel in this new Dyson equation is a four point function, and it therefore makes most
sense to formulate the Dyson equation in terms of a four point polarizability function
4P (1, 2, 3, 4). Since the physically relevant quantity to understand experiments is not
the irreducible polarizability P , but the reducible polarizability χ, it makes sense to
formulate the so-called Bethe-Salpeter Equation (BSE) for χ,
4χ(1, 2, 3, 4) = 4PQP(1, 2, 3, 4)

+
∫
d(5678)4PQP(1, 2, 5, 6)K(5, 6, 7, 8)4χ(7, 8, 3, 4). (5.31)

where 4PQP(1, 2, 3, 4) = δ(1, 2)δ(3, 4)P (1, 3) is the four-point version of the RPA po-
larizability, and the two point reducible polarization can be obtained from 4χ as
4χ(1, 1, 2, 2). The interaction kernel in Eq. 5.31 describes the Coulomb interaction,

K(1, 2, 3, 4) = δ(1, 2)δ(3, 4)V (1, 3) − δ(1, 3)δ(2, 4)W (1, 2). (5.32)

Unlike the RPA, there are now two contributions to this kernel which can be seen to
connect differently. The first term in K can be understood as an exchange interaction,
whereas the second can be understood as a direct interaction connecting the electron
and hole Green’s Functions in the screening bubble. By dropping the second term, the
interaction between the quasi-particles is lost and one recovers the RPA. Interestingly,
the direct interaction term is screened whereas the exchange interaction is not. This
can be understood from the origin of the two terms. One way to think about it is
that the exchange is the lowest order polarization response, and it comes from the
approximation that the polarization of the system does not react to the polarization.
For this reason it is not screened. Contrastingly, the direct interaction comes from the
polarization response to the virtual excitation processes and it is therefore screened.

Solving the BSE directly is very expensive and often the further approximation that
the screened interaction can be approximated by its static limit has to be made. In that
case, the problem can reformulated in terms of an effective two particle Hamiltonian.
In particular, for extended systems, the excitation energies at crystal momentum q
can be found by solving a Casida-like eigenvalue problem,∑

S′

HSS′(q)Fλ
S′(q) = Eλ(q)Fλ

S (q), (5.33)

HSS′(q) =
(
ϵQP

mk+q − ϵQP
nk

)
δSS′ − (fmk+q − fnk)KSS′(q), (5.34)

where fnk is the occupation function of band n and wavevector k, and the Hamiltonian
is formed in a basis of two particle eigenstates made from the quasi-particle states of
the system, ψS(re, rh) = ψQP

nk (rh)ψQP
mk+q(re), labelled by S = (nk,mk + q). The

interaction kernel in Eq. 5.34 again inherits the structure from the full frequency
dependent kernel and contains an exchange term and a direct interaction term,

KSS′(q) = 2VSS′(q) −WSS′(q), (5.35)
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where the factor of two accounts for spin. With this formulation it is possible to
investigate the internal structure of these two terms, and it turns out that the q-
dependence of these two terms very different and strongly dimensionality dependent.
The result is fundamental differences in how excitation formation works in 2D and 3D,
as discussed in Publication [III]. This thesis returns to this point in section 5.2.6 below.

In terms of the eigenvalues and eigenvectors of the two-particle Hamiltonian, the
polarizability can be expanded as,

χ(q, ω) =
∑
λλ′

N−1
λλ′(q)FS

λ (q)[FS′

λ′ (q)]∗

ω − Eλ(q) + iη
. (5.36)

In practice, it is favourable to restrict the transitions to the positive frequency transi-
tions. This approximation is referred to as the Tamm-Dancoff approximation, and it
has the clear advantage of making the two-particle Hamiltonian Hermitian thus render-
ing the normalisation trivial, Nλλ′ = δλλ′ . While the effect of including the excitonic
effects are usually neglible in metals, it can have significant effect on the response of
semiconductors in both 2D and 3D. The effect is particularly striking in 2D materials
where the reduced screening can result in very large exciton binding energies. An exam-
ple from this work is the EELS spectrum of monolayer PtSe2 presented in Publication
[III]. As shown in Fig. 9.2a, the excitonic effects result in a renormalization of the
lowest peak position by over -0.5 eV.

Finally, the eigenstates of the two-particle Hamiltonian are also a source of physical
information about the system. In terms of the eigenfunctions, the real space exciton
wave function can be written as, Ψex

λ (re, rh; q) =
∑

S A
S
λ(q)ψS(re, rh). Therefore, by

plotting AS
λ(q) on the quasi particle bandstructure it is possible to determine which

transitions contribute most to a given excitonic state, λ. Fig. 5.1 shows this for
monolayer MoS2 and monolayer PtSe2.

5.2.6 The direct and exchange interaction in 2D vs 3D and its
impact of the formation of excitations

To understand the difference between the Coulomb interaction in 2D and 3D, it is
instructive to consider the quasi-2D Coulomb interaction for two line charges in a slab
of thickness, d. In Fourier space, it takes the following form[90],

VQ2D(q∥) = 4π
q2
∥d

[
1 − 2

q∥d
e−q∥d/2sinh

(
q∥d

2

)]
. (5.37)

In the 3D limit (q∥d ≫ 1), the Fourier space Coulomb interaction is the well-known
V (q∥) = 4π

q2
∥

. However, in the 2D limit (q∥d ≫ 1), the the Fourier space Coulomb
interaction is V (q∥) = 2π

q∥
. This difference reflect the reduced screening in 2D, and it has

very significant consequences for the formation of plasmonic- and excitonic excitations
in materials, especially in the optical (q → 0) limit. In particular, it impacts the direct
interaction and exchange interactions quite differently.
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Figure 5.1: Figuring showing the exciton wave functions from BSE for the lowest energy
exciton in a monolayer of PtSe2 projected onto the electronic band structure. Figure repro-
duced from Publication [III].

As discussed in Publication [III] and its Supplementary information, the exchange in-
teraction term is responsible for plasmon formation, and the direct screened interaction
term is responsible for exciton formation. While W is relatively independent of q in
the optical limit for both 2D and 3D, the q-dependence of V is strongly dimensionality
dependent near the optical limit. Specifically, in 3D, the long range component of V is
relatively q-independent in the optical limit, while it scales as ∼ q in 2D. Effectively
therefore, the long-range Coulomb interaction is turned off in this limit for 2D systems,
see Fig. 5.2. This results in the absence of plasmons formation in the optical limit for
2D materials. This is sharp contrast to the 3D case, where plasmon formation persists,
and often even dominates, in the optical limit. Consequently, the excitation spectrum
of 2D materials in the optical limit is dominated by excitons, the effect of which is
already significantly enhanced due to the reduced screening of the direct interaction
between the electron and the hole in 2D systems.

5.3 Spectroscopic quantities and dielectric screening
As alluded to in the previous sections, several important spectroscopic properties can
be calculated from the dielectric function. In this section, the properties relevant to
the work performed in this thesis are discussed.

5.3.1 Electron Energy Loss Spectroscopy
One particularly important type of spectroscopy for the purposes of this thesis is Elec-
tron Energy Loss Spectroscopy (EELS). In EELS, a beam of electrons with a known,
narrow range of energies is shined onto the sample. By measuring the change in the
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Figure 5.2: Figuring showing the importance of the long range Coulomb interaction in the
optical limit in 2D vs 3D.

electrons energy and momentum after they interact with the sample, it is possible
to deduce a lot of information about the electronic excitations in the sample. The
electrons in EELS usually have energies in the keV range, and it is generally possible
to probe both low energy excitations such as plasmons and excitons, as well as high
energy core transitions. The former provides information about the chemistry and di-
electric excitations and is called low energy EELS, and the latter provides information
about the elemental composition and is called high energy EELS[96]. This thesis is
only concerned with low energy EELS up to excitation energies of around 10 eV. In
the work leading to this thesis, two different types of EELS where considered: Momen-
tum resolved EELS (q-EELS) and spatially resolved EELS (s-EELS). The difference
between these two modes of operation correspond roughly to the difference between
operating the electron microscope in TEM or STEM mode[97].

q-resolved EELS: In q-EELS the incoming electron can be thought of as a plane
wave and the EELS can be calculated from the dielectric function,

EELS(q, ω) = −Im
[
ϵ−1

M (q, ω)
]
. (5.38)
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Figure 5.3: Setup for the q-EELS measurements: Depending on the deflection angle of the
electrons after the interaction with the sample, it is possible to determine the momentum
transferred to the sample. By collecting the transmitted with a magnetic lens, as shown in
(a), one obtains the q-resolved signal in the form of a set of diffraction points, as shown in (b).
The spectra at different q can therefore be obtained by looking at the energy distribution in
the different diffraction peaks.

q-EELS is a very powerful tool to probe the dispersion of a material’s excitation spec-
trum. However, the high q-resolution means that it has limited spatial resolution,
and it is therefore not suited for probing e.g. morphology dependent resonances in
nano-structures or edge effects.

This technique was used in Publication [III] to probe the q-dependent excitation
spectrum of layered PtSe2 both theoretically and experimentally. In the experiment,
a relatively wide, collimated beam of electrons were shined onto the sample. Depend-
ing on the deflection angle of the electrons after the interaction with the sample, it
is possible to determine the momentum transferred to the sample. By collecting the
transmitted with a magnetic lens as illustrated in Fig. 5.3a, one obtains the q-resolved
signal in the form of a set of diffraction points, see Fig. 5.3b. The spectra at differ-
ent q can therefore be obtained by looking at the energy distribution in the different
diffraction peaks.

Spatially resolved EELS: In s-EELS the electron beam is focused onto the sample
at it is therefore best described as a moving point charge. In this case, the measured
EEL spectrum is a convolution of many q and this method thus cannot be used to probe
the dispersion of excitations in a system like q-EELS. However, because the electric field
of the moving point charge is evanescent it provides a very good spatial resolution[96,
97]. This the excellent spatial resolution means that the technique can be used to for
example spatially map out the optical resonances of nano-structures. Interestingly, in
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Figure 5.4: Figure showing how different beam positions can be probed via different beam
positions in spatially resolved EELS. Reproduced from Publication [II].

addition to the material composition and geometry of the nano-structure, the loss rate
observed in the measurement will also depend strongly on the beam position[96]. Thus
by probing the structure a different beam positions different modes can be excited.
In Publication [II], s-EELS was used in exactly this fashion to probe the size and
morphology dependent resonances in dielectric nano-structures of Boron Phosphide
(BP). This is shown in Fig. 5.4 reproduced from the publication.

For completeness, it makes sense to mention that for structures significantly smaller
than the wavelength of light, the non-retarded formulation in terms of the incident
scalar potential is sufficient. However, if the size of the structures are comparable to
the wavelength of light, which was the case in Publication [II], retardation effects must
be included. In practice, one way to deal with this is to reformulate the expression in
terms of the DGF, see Ref.[96].

5.3.2 Optical absorption
Another important spectroscopic quantity that can be calculated from the dielectric
function is optical absorption. The absorption is related to the energy dissipated in
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the material by the current that the external field induces. In 3D, the absorption
experienced by a plane wave perturbation with momentum q and energy ℏω is directly
related to the macroscopic dielectric function,

ABS3D(q, ω) = Im {ϵM(q, ω)} (5.39)

Since optical fields carry neglible momentum, the optical absorption can then be defined
as,

ABS3D(ω) = lim
q→0

Im {ϵM(q, ω)} . (5.40)

As already discussed in Chapter 3, it is important to reiterate that the theory outlined
here is not able to describe a general transverse perturbation since such a perturbation
cannot be expressed by a scalar potential. However, it turns out that in the long wave-
length limit, the longitudinal and transverse response functions coincide[81]. Because
photons in the optical and near UV regimes carry neglible momentum, the optical
response can thus be studied from the longitudinal response function.

As mention in section 5.1.1, the macroscopic dielectric function is not well defined
for 2D systems in the optical limit. Instead it it necessary to formulate the optical
absorption in terms of the polarizability. Specifically, the absorption can be calculated
from the macroscopic polarizability of the 2D system,

ABS2D(ω) = − lim
q→0

{
4π
q2 Im

[
χ2D

M (q, ω)
]}

. (5.41)

In practice, the GPAW code operates with 3D periodic boundary conditions even when
dealing with 2D materials. The 2D version of the macroscopic polarizability therefore
has to be calculated from the macroscopic polarization of the full cell, and this is done
by integrating the macroscopic component of the cell polarizability over the width of
the 2D layer.

5.3.3 Refractive index
The refractive index is the ratio between the speed of light in vacuum and the effective
speed at which light moves inside of a material, n(ω) = c/v(ω). For a bulk materials,
the complex refractive index can be calculated as,

η(ω) =
√

lim
q→0

{ϵM(q, ω)}. (5.42)

The real part of η(ω) is the refractive index, and the imaginary part, k(ω), is the
extinction coefficient which accounts for absorption. Because the complex refractive
index is given by the square root of the dielectric function, both the real and imaginary
part of the dielectric function has to be well captured in order to accurately describe
the refractive index. This is contrast to the optical absorption which only needs the
imaginary part to be converged up to the energy of interest.

Similar to optical absorption, it is necessary to include excitonic effects in the cal-
culation to accurately determine the frequency dependent refractive index of a semi-
conductor. This is illustrated in Fig. 5.5 where both RPA@G0W0 and BSE@G0W0
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Figure 5.5: The refractive index and extinction coefficient for bulk Silicon calculated using
the RPA@G0W0 and BSE@G0W0 methods compared to the experimental values from Ref.
[98].

is compared to experimental data for bulk Silicon[98]. It is clearly seen that both the
detailed features near the band edge, as well as the position of the absorption onset, are
only well described by the BSE@G0W0 method. However, because the refractive index
also depends on the real part of the dielectric function the most accurate BSE@G0W0
method severely underestimates the static refractive index. This happens because it’s
impossible in practice to converge the BSE calculation with respect to the number of
excited states and there is therefore a significant amount of missing spectral weight.
As an example of why this can be important, in Publication [II] it was necessary to
perform an accurate computational evaluation of Boron-Phosphide (BP) as a material
candidate for all-dielectric nano-photonics. The key material parameters determining a
dielectric nano-structures ability to host geometric Mie resonances is its refractive index
and extinction coefficient[99, 100]. The underestimation of the static index therefore
means that the refractive index calculated using the BSE method cannot be directly
used to evaluate the potential of a material for such applications. An alternative ap-
proach is to neglect the excitonic effects and use the RPA@G0W0 method. While this
method provides a decent description of the refractive index well below the bandgap,
it overestimates the onset of absorption and misrepresents the spectral features near
the gap. This method is therefore also not suitable to accurate evaluation of dielectric
materials for nano-optics. A method that combines the RPA@G0W0 method’s ability
to include the full spectral weight with the BSE@G0W0 method’s ability to include
excitonic effects is therefore needed to arrive at a quantitatively correct description.
An effective approach to do this was developed for Publication [II] based on the f-sum
rule.
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Figure 5.6: The refractive index and extinction coefficient for bulk Silicon calculated using
the BSE@G0W0 and f-sum corrected BSE@G0W0 methods compared to the experimental
values from Ref. [98].

As discussed in Chapter 3, the f-sum rule is the statement in Eq. 3.38 that for a
finite system the sum of the oscillator strengths has to equal the number of electrons in
the system. For extended systems, the f-sum rule can be generalized as an expression
for the polarizability,∫ ∞

0
dωωImχ(ω) = π

2
nee

2

m
, (5.43)

where ne is the electron density, e is the elementary charge and m is the electron
mass. Eq. (5.43) is a general statement and it therefore has to hold for polarizabilities
independent of the method used to calculate it. Assuming that it was possible to
converge both an RPA and a BSE calculation with respect to the number of excited
states, the two would necessarily have to obey,∫ ∞

0
dωωImχ(RPA)(ω) =

∫ ∞
0

dωωImχ(BSE)(ω) . (5.44)

Eq. (5.44) can be enforced if the imaginary part of the BSE polarizability is artificially
extended to ensure the proper spectral weight.

When performing the BSE calculation, all electronic bands within a certain energy
range of the band extrema are included. Denoting this energy range as ∆E, one can
be sure that all transitions with an energy smaller than Edirect gap + ∆E are included
in the calculation. Note that the calculation can potentially include transitions with
transition energies up to Edirect gap +2∆E, but one can only be sure that all transitions
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with energies below Edirect gap + ∆E are accounted for. Denoting the maximum fre-
quency at which the BSE calculation includes all transitions, wc ≡ (Edirect gap +∆E)/ℏ,
the following extension is employed,

Imχ(BSE)(ω) =

{
Imχ(BSE)(ω), if ω ≤ ωc,

C0e
−γω, if ω > ωc.

(5.45)

The two parameters C0 and γ can be chosen to ensure continuity and that Eq. (5.44) is
fulfilled. With the correction, the calculations now has the full spectral weight in the
imaginary part of the dielectric function and the real part can then be calculated via the
Hilbert transformation. As can be seen in Fig. 5.6 for silicon, the f-sum correction fixes
the underestimation of the static refractive index and also improves the description of
the extinction coefficient with both showing excellent agreement with the experimental
data.



CHAPTER 6
Tensor network methods
for quantum light-matter

interactions with open
quantum systems

Within the methods discussed so far there was no distinction between the system
of interest and the surroundings. The discussion has thus so far focused on closed
quantum systems. However, any microscopic or mesoscopic system will inevitably be
open, meaning that it will interact with its surrounding environment which results in
the exchange of energy and information. One example is a color center in a material
that one wants to use for e.g. quantum optical applications. While the color center
is the interesting part, the presence of both lattice phonons and nuclear spins can
drastically affect the system’s optical- and coherence properties[101, 102]. In such
situations, it makes sense to treat the system as an open quantum system (OQS),
meaning a system that evolves in the presence of an environment[36]. Fig. 6.1 shows
an illustration of a generic OQS.

This chapter discusses the Time Evolving Matrix Product Operator (TEMPO) al-
gorithm[103]. TEMPO is a tensor network based method that can efficiently deal
with OQSs coupled to Gaussian environments. Unlike the common master equations
approach, the approach presented in this chapter makes no assumptions regarding
memory effects in the system-environment interaction.

6.1 Open Quantum Systems
To start the discussion, this section reviews the concept of an OQS. Generically, the
Hamiltonian of an OQS can be expressed as,

Ĥ = ĤS + ĤE + Ĥint (6.1)

where ĤS is the Hamiltonian describing the system, ĤE is the Hamiltonian describing
the environment, and Ĥint is the Hamiltonian describing the coupling between the two.
For the combined system, the time-evolution can in principle be described by a wave
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Figure 6.1: Illustration of an Open Quantum System consisting of the system of interest, an
environment, and a system-environment boundary across which energy and information can
flow.

function. However, because the system degrees of freedom are the only thing that can
be probed, it is necessary to turn to a density-matrix description. Specifically, the time
dependent state of the system is described by the density matrix that is obtained by
tracing over the environment in the full density matrix. Denoting the time dependent
state of the combined system and environment as χ(t), the state of the system at time
t is given as,

ρS(t) = TrE [χ(t)] . (6.2)

The question then becomes how to calculate the time dependent state of the system
in practice. Directly using Eq. 6.2 is generally impractical because the environment
can potentially be so large that explicitly treating it is unfeasible; and even if this was
possible it would likely be inefficient. The goal should therefore instead be to find a
method that can propagate the state of the system in the presence of the environment
without explicitly propagating the state of the environment.

6.1.1 Time evolution of an open quantum system
The time evolution of the full density matrix describing the system and the envi-
ronment follows the standard Heisenberg equation of motion with respect to the full
Hamiltonian,

∂tχ(t) = −i [H,χ(t)] ≡ L[χ(t)]. (6.3)

The above defines the Liouvillian superoperator, L and for simplicity ℏ is set to 1. Eq.
6.3 can be formally solved by defining the time evolution superoperator U(t) = exp(Lt),

χ(t) = U(t)[χ0], (6.4)
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where χ0 is the initial state of the combined system and environment. As mentioned
above what should really be sought is the time dependent state of the system,

ρS(t) = trE{U(t)[χ0]}. (6.5)

If the system and environment start out uncorrelated, i.e. χ0 = ρ0 ⊗ τ0, Eq. 6.5 can
be understood as a quantum channel, E(t : 0), which propagates the initial state of the
system to time t,

ρS(t) = trE {Ut:0[χ0]} ≡ E(t : 0)[ρ0]. (6.6)

E(t : 0) encodes the evolution of the systems under the influence of the interactions
with the environment. It will generally represent non-unitary time evolution, reflecting
the fact that the system is interacting with the environment. Generally speaking,
the map will depend on the full history of the evolution and not just a single time,
because the interactions between the system and the bath can have some memory. For
example, imagine that the interactions result in some energy being transferred from
the system to the environment at some time t. This energy can propagate around the
environment and potentially return at a later time t′. Processes like this are called
non-Markovian because they reflect that the full history, and not just the current time
step, is important to describe general system-environment interactions, and they can
only be described by propagating the memory of the system.

In some special cases, the interaction with the environment is completely memory-
less, and the state of the system at some time t is fully determined by the state of
the system at the previous time step. This is usually a good description when the
interaction between the system and the environment is weak, and the environment
is relatively unstructured. Furthermore, the environment should be large, such as to
remain approximately unaltered by the interaction with the system. In such cases,
the system environment interaction is Markovian and the description can be simplified
significantly via the Born-Markov approximation[104]. Within this approximation, Eq.
6.6 can be recast as a Lindblad equation which, similar to the Heisenberg equation of
motion, is a linear differential equation but with extra terms that lead to non-unitary
time evolution of the system.

An example of a master equation is a system coupled to an empty environment under
the assumption that the spectral densities of the system environment interactions are
flat within the spectrum of interest,

∂tρS(t) = − i

ℏ
[HS , ρS(t)] +

∑
i

Γi

[
L̂iρS(t)L̂†i − 1

2

{
L̂†i L̂i, ρS(t)

}]
. (6.7)

Here the sum runs over the different system-environment interaction channels. Γi is
the relaxation rate associated with interaction channel i, and L̂i is the so-called jump
operator characterizing the interaction channel.
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6.2 The TEMPO algorithm
While the master equation construction is very powerful and has been successfully
applied to many systems, it necessitates the identification of a memory-less system-
environment boundary. While it is sometimes possible to transform the system in
such a way as to favourably redefine the system-bath boundary via a suitable unitary
transformation[105, 106], this is not always the case. Furthermore, such effective the-
ories are often only valid in limited parameter regimes[106] and should consequently
be checked against more accurate methods. Consequently it makes sense to seek a
method that can integrate Eq. 6.6 without making approximations as to the nature of
the system-environment interactions.

The first step towards a solution is often a discretization of Eq. 6.6. In the discretized
version, its solution can be conveniently represented by the so-called Augmented Den-
sity Tensor (ADT)[107, 108], A(t1, t2, · · · , tN ). The ADT can be thought of a general-
ized version of the density matrix which depends on the present time and all previous
times, thus encoding the memory of the system. It can be represented as a tensor of
rank N , with each index representing a time step. The local size of each index is the
same as the density matrix of the system, that is d2, and the ADT thus grows exponen-
tially as d2N with the number of time steps taken. While a lot of effort has been made
to propagate the full ADT as far as possible, the exponential wall is very steep and one
is therefore limited to around 20 steps[109]. To go beyond this, it is necessary to seek
methods that efficiently compress the ADT. One method that achieves this is the Time
Evolving Matrix Product Operator (TEMPO) algorithm[103]. In TEMPO, the ADT is
represented as a matrix product state (MPS), and for system-environment interactions
with finite autocorrelation time it can be efficiently compressed using standard MPS
techniques.

6.2.1 Matrix product states
Before discussing TEMPO, it makes sense to briefly discuss the most important aspects
of the MPS construction. MPSs are a clever way of truncating the size of a many-body
wave function, motivated by the fact that ground states of local gapped Hamiltonians
obey the so-called area law.[110] The area law states that if the ground state of a
gapped, local Hamiltonian is cut into two halves, the entanglement entropy of the cut
scales with the area of the cut and not with the volume, as would be the case for a
random state in the Hilbert space. To understand how this relates to compression,
consider a 1D chain of N sites with local Hilbert space dimension d, the state of which
can be written as,

|Ψ⟩ =
∑

j1,··· ,jN

C(j1, · · · , jN )|j1, · · · , jN ⟩. (6.8)

Here jn labels the state at site n, and C(j1, · · · , jN ) holds the coefficients of the wave
function. Generally speaking, the tensor holding the coefficients C(j1, · · · , jN ) will con-
tain dN elements. C(j1, · · · , jN ) thus grows rapidly with system size, quickly becoming
very unwieldy for large systems.
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Now imagine that the chain is split into a left- and a right half. The state of the
system can be represented by the Schmidt decomposition of the cut,

|Ψ⟩ =
∑

α

Λα|α⟩L ⊗ |α⟩R, (6.9)

where Λα are the Schmidt coefficients and |α⟩L,R are the Schmidt states of the chain
to the left and right of the cut respectively. The entanglement entropy of the cut can
be cast in terms of the Schmidt coefficients,

S = −
∑

α

Λ2
αlogΛ2

α. (6.10)

It is clear that if a few Schmidt states dominate, S will be close to zero, and if there
are a lot of different relevant Schmidt states, S will be large. Another way to state the
same is that if the full state can be represented by only a few Schmidt states then S
is small. In this case, the memory footprint of the wave function can be significantly
reduced by throwing away small Schmidt states with only minimal loss of information.
The ultimate limit of this is the case where the states of the left and right halves are
separable, in which case only a single Schmidt state is necessary for each of the two
halves. Contrastingly, if a lot of Schmidt states are needed then S will be large and the
state cannot be significantly compressed without loss of information. The entanglement
entropy is thus a direct measure of the compressibility of the state. Because of the
area law, ground states of local gapped Hamiltonians will fall in the former category.

The insight from above directly motivates the MPS wave function ansatz, which
seeks to decompose C(j1, · · · , jN ) into a product of two dimensional tensors or matri-
ces each representing a site in the chain, which is where the ”Matrix Product” part
of the name comes from[111–113]. The MPS representation is non-unique, but the
most intuitive, and in many ways also the most useful, representation is the so-called
canonical representation where each bond in the chain is represented by its Schmidt
decomposition,

|Ψ⟩ =
∑

j1,··· ,jN

Λ[1]Γ[1]Λ[1]Γ[1] · · · Λ[N ]Γ[N ]Λ[N ]|j1, · · · , jN ⟩. (6.11)

The full state of the system can then be compressed by sweeping left to right and back,
throwing away all Schmidt values that are below the some desired cut-off[113]. One
might ask why this representation is advantageous, since it still requires storing the
initial version of Eq. 6.11 to compress it. However, in practice one does not start
with the actual entangled state, but instead with some trial state which is evolved
into the ground state via algorithms such as e.g. imaginary time Time Evolving Block
Decimation[114] (TEBD) or Density Matrix Renormalization Group[115] (DMRG). In
such cases, the canonical form of the MPS is constructed after each step of the algorithm
and the truncation is subsequently performed. In that way, the Many Body state can
be efficiently compressed, without ever having to store the full state.

Similar to the MPS, one can also define so-called matrix product operators (MPO),
which are operators that act locally on the bonds of the MPS. An MPO acting on an
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MPS with N indices will generally be a 2N index object. For the purposes of this thesis,
it is only important to note that the MPO is the natural representation for operators
acting on an MPS, and consequently algorithms for MPS are formulated in terms of
successive applications of MPOs. For a more thorough discussion of MPS’s and MPO’s
in particular, and tensornetworks in general, the interested reader is referred to Refs.
[111–113].

Interestingly, the MPS construction has also recently attracted attention for machine
learning applications because the format provides a memory efficient representation of
large tensors that simultaneously allows mathematical operations to performed effi-
ciently [116–118].

6.2.2 TEMPO
The TEMPO algorithm does not seek to find the ground state of a system, but instead
to perform time propagation of an OQS while accounting for memory effects in the
system-environment interaction. While this memory is crucial to account for, it is
also important to realize that there will generally be some finite autocorrelation time
characterizing the interaction. The correlations of the ADT will thus be limited to
some finite characteristic time scale, similar to the entanglement entropy of a gapped
ground state, meaning that it can be compressed analogously.

Restricting the discussion to cases where the system and environment are initially
uncorrelated and the environment starts in thermal equilibrium, the state of the system
at some time t can written in terms of the time evolution operator,

ρS(t) = trE(U(t)ρ0 ⊗ τB). (6.12)

Here ρ0 is the initial state of the system, and τB is the thermal state of the envi-
ronment. A discretization in time is performed, t = kδt, such that the time evolution
operator is represented as UN

δt . As shown in the Supplementary Information of Publica-
tion [VI], the discretized propagator can be symmetrically Trotter decomposed, Uδt =
VδtWδtVδt+O(δt3), by introducing the two new superoperators Vδt[ρ] = exp(L0δt/2)[ρ],
and Wδt[ρ] = UδtρU

†
δt describing the evolution of the system and environment degrees

of freedom respectively. By successive application of the Trotter decomposed time
evolution superoperator, the state of the system can be expressed as

ραk

S =
∑
α⃗,β⃗

ρα0
S

k∏
j=1

Vαj

βj
Vβj

αj−1
Fβk···β1 , (6.13)

where Fβk···β1 = trE(Wβk . . .Wβ1 [τB ]) is the so-called influence functional describing
the effect of the environment on the evolution of the system. For Gaussian environ-
ments, the trace in the expression for the influence functional can be done analyti-
cally [107, 108] and written in product form as,

FβN ···β1 =
N∏

j=1

j−1∏
k=0

[bk]βjβj−k
, (6.14)
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where the influence tensors are given as,

[b(i−j)]βiβj
= e−(λsi

−λri
)(ηi−jλsj

−η∗
i−jλrj

). (6.15)

Here λs are the diagonal elements of the coupling operator describing the system-
environment interaction, with discretized memory kernel,

ηi−j =

{ ∫ ti

ti−1

∫ tj

tj−1
dt′dt′′C(t′ − t′′), for i ̸= j,∫ ti

ti−1

∫ ti

ti−1
dt′dt′′C(t′ − t′′), for i = j.

, (6.16)

and environment autocorrelation function,

C(t) =
∫ ∞

0
J(ω)

[
coth

(
βω

2

)
cos(ωt) + isin(ωt)

]
, (6.17)

where J(ω) is the spectral function of the system-environment interaction.
From Eqs. 6.13 and 6.14 it can be deduced that calculating the state of the system

at some time step k requires the construction of the (2k + 1)-index object:

Rαk···α0
βk···β1

=ρα0

k∏
j=1

Vαj

βj

j∏
l=1

[b(j−l)]βjβl
Vβj

αj−1
, (6.18)

which is exactly the ADT. For arbitrarily small timesteps δt, it is an exact represen-
tation of the system-environment interaction for the OQS of interest. At this point,
the size of the ADT still scales exponentially with number of timesteps taken and it is
crucial to find a way to compress it effectively.

The ADT can be constructed recursively. To achieve this, the internal product in
Eq. 6.18,

Bβk···β1 =
j∏

l=1

[
b̃(j−l)

]
βjβl

(6.19)

is expanded with k − 1 dummy indices to define the propagation tensor,

Bβk···β1
µk−1···µ1

=
k−1∏
j=1

δ
βk−j
µk−jB

βk···β1 . (6.20)

The first propagation step is,

Aβ1 = Bβ1 ρ̃β1 , (6.21)

where ρβ1 = Vβ1
α0
ρα0 , is the state propagated by half a timestep. Note that to extract

the state from the above ADT, the tensor must be propagated by a final half timestep,
this is a consequence of using a symmetric Trotter splitting. The next few timesteps
can be constructed iteratively, such that:

Aβ2β1 =Bβ2β1
µ1

Aµ1 ,

Aβ3β2β1 =Bβ3β2β1
µ2µ1

Aµ2µ1 ,

...

(6.22)
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It can be seen that the rank of the tensors grows with each application of the propa-
gation tensor which suggests exponential growth of the ADT. However, crucially, Ref.
[103] realized that the ADT has an MPS representation and the propagation tensor
has an MPO representation in terms of the influence tensors. Similar to the case of nor-
mal MPS, this representation is not unique and different representations have different
advantages[119]. However, here the original MPO decomposition of the propagation
tensor is used,

Bβk···β1
µk−1···µ1

= [b0]βk
γ1

n−2∏
j=1

[bj ]γj ,βk−j
γj+1,µk−j

 [bk−1]γk−1,β1
µ1

. (6.23)

The time propagation of the system is thus performed by successive applications of the
MPO defined by Eq. 6.23. After each application of the MPO, the state is compressed.
To compress at a given site k, a Singular Value Decomposition(SVD) of the local tensor
is performed,

A
βn,βn−1···βk

βk−1,βk−2···β1
= Uβn,βn−1···βk

γ Λγ
γV

γ,†
βk−1,βk−2···β1

, (6.24)

where the diagonal matrix Λγ
γ contains the singular values and U and V are the left

and right matricies from SVD respectively. Singular values less than a threshold value
λC are discarded, reducing the internal bond dimension of the MPS, providing a con-
trollable way to reduce the size of the tensors. The SVD is applied successively to
each site, swept from left to right, and then back from right to left in each round of
compression. The principal convergence parameters in the TEMPO formalism are thus
the time step, dt, and the SVD cut-off λc. The whole process of evolving the ADT is
shown visually in Fig. 6.2.

6.3 Linear response within the TEMPO algorithm
Publication [VI] uses the TEMPO formalism to investigate how the properties of color
centers in hexagonal boron nitride (hBN) can be engineered using c-QED. Specifically,
the lattice phonons were considered the environment, and the cavity mode and elec-
tronic states were considered the system. As part of this work, a method for calculating
the linear absorption spectrum of such a system within TEMPO was devised.

As shown by Mukamel, a system’s linear heterodyne absorption spectrum can be
calculated as[36],

A(ω) = 2Re
[∫ ∞

0
dteiωtTr (µ(t)µ(0)χ(−∞))

]
. (6.25)

Here χ(−∞) denotes the initial state of the OQS, which is taken to be its equilibrium
state, and µ is the system transition operator describing the type of driving. To
calculate the different linear response spectra, it is therefore necessary to calculate
Tr (µ(t)µ(0)χ(−∞)) as a function of time.
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Figure 6.2: Illustration of the growth of the augmented density tensor within the TEMPO
algorithm. The figure illustrates the three growth steps in Eqs. 6.21 and 6.22, including the
intermediate compression steps from Eq. 6.24.

As already mentioned in section 3.2, there are two different ways of probing a QED
system: Either via an external current probing the cavity mode, or via an external
field probing the electronic system. The transition operator can therefore be either
the dipole operator of the electronic system, or the quadrature operator of the cavity
field. In either case, the operator acts solely on the state of the system. The linear
absorption spectra can therefore be calculated by propagating the system from the
unphysical initial state ϱ(0) = µ(0) |g, 0⟩⟨g, 0| under the influence of the environment,
and tracing with the relevant transition operator µ at time t. Here |g, 0⟩ denotes
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the state of system where the electron system is in its ground state and there are
no photons in the cavity mode. Formally, one would have to propagate the system
to t = ∞. However, in practice the important thing to ensure is that the system is
propagated to equilibrium.



CHAPTER 7
Summary of the results

related to quantum
light-matter interactions

This first of the three result chapters will summarize the papers related to quantum
light-matter interactions. It should be mentioned that the work presented in chapter 4
also falls within this same category. For each paper, a motivation of the study is given
followed by a short summary highlighting the most important points and conclusions.
Copies of all the papers are provided at the end of the thesis and the interested reader
is encouraged to refer to them for additional details.

7.1 Publication [I]: Combining density functional theory
with macroscopic QED for quantum light- matter
interactions in 2D materials

Publication [I] explores a novel combination of MQED and DFT as a step towards
a fully first-principles description of quantum light-matter interactions in arbitrary
electromagnetic environments.

Van der Waals (vdW) heterostructures are a class of materials composed of stacked
2D materials[9]. Because the layers in the stack are only bounded together by the
vdW-interaction, the possible combinations are not limited by lattice matching con-
straints like for conventional material interfaces. The freedom to stack different 2D
materials in almost arbitrary order makes the vdW heterostructure a very versatile ma-
terial platform. Additionally, the atomically tight confinement of the electrons in the
out-of-plane direction results in unique physical properties. Such structures can for ex-
ample host excitations with very confined electromagnetic fields[10, 11], strong exciton
resonances[12], and thickness tunable infrared emission originating from intersubband
transitions with large out of plane dipole moments[13]. This makes vdW heterostruc-
tures an interesting platform to study strong quantum light-matter interactions.

The theoretical treatment of quantum light-matter interactions in vdW heterostruc-
tures is challenging for several reasons. Within the dipole approximation for the
electron-photon coupling, the coupling strength is the product of the transition dipole
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moment and the local electric field. However, the ultra confined nature of the electro-
magnetic field associated with excitations in such structures means that it can become
necessary to go beyond the dipole approximation. When this happens, the detailed
shape of the electronic wave function also becomes important[120]. Furthermore, any
quantum description of the electromagnetic fields in such structures must also simul-
taneously account for losses, as well as the very nonlocal nature of the excitations in
2D materials. Finally, because of the potential that the ultra confined fields lead to
very strong light-matter interactions, it is also paramount to account for any potential
effects that go beyond first order perturbation theory.

Motivated by the potential that vdW heterostructures hold as a platform to explore
strong light-matter interactions, Publication [I] set out to address the theoretical chal-
lenges outlined above. The paper introduces a Wigner-Weisskopf model based method
to describe quantum light-matter interactions in complex van der Waals heterostruc-
tures. The presented method should be valid under quite general conditions up until
the USC regime. The methodology combines the quantization of the electromagnetic
field in arbitrary optical environments from MQED, with the single particle Kohn-Sham
wave functions and energies from DFT for the description of the electronic system. The
combination of the two enables quantitative description of the light-matter interactions
in the regime of highly confined, lossy light modes.

The methodology is used to determine the radiative transition rates of a multi-
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Figure 7.1: Interaction kernel: The coupling kernel for the transition between of holes
between the lower and upper subband in a two-layer WSe2 quantum well placed between a per-
fect conductor and a doped graphene sheet is shown for three different values of the graphene
Fermi level, (a) 0.3 eV, (b) 0.5 eV and (c) 0.7 eV. The kernel describes the coupling into all
optical excitations, including the plasmon and the electron–hole continuum as described by
graphene’s full nonlocal conductivity[121]. The dashed lines represent the non-vertical emis-
sion energies derived from the DFT band structure for WSe2 quantum wells of N = 1, 2, 3, 4
and 5 layers and the light blue circles denote the intersection between the dispersion of the
intersubband transition energy and the graphene plasmon. Figure reproduced from Publica-
tion [I].
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layer TMD Quantum Well (QW) sandwiched between graphene and a metal surface.
Such setups host strongly confined acoustic plasmon modes, which should enable very
strong light-matter interactions[122–124]. Furthermore, the strong dependence of the
graphene plasmon on the graphene Fermi levels means that the setup is highly tun-
able[121].

The interaction between the electronic system and the electromagnetic field is repre-
sented in the Weyl gauge (ϕ = 0),

Ĥint = e

m
Â · p̂ − ieℏ

2m
∇ · Â. (7.1)

Note that this expression neglects the diamagnetic term, the consequences of which are
discussed in the paper. The Weyl gauge is an incomplete gauge and should therefore
be accompanied by an additional condition to completely fix the gauge[125]. In the
setup considered here, this condition is provided because ∇ · (ϵ · A) = 0 inside of
the anisotropic TMD. Note that this is the case because the modes of the MQED
field expansion should be defined in the absence of the intersubband transition. In an
isotropic dielectric material, this choice of gauge reduces to the normal Coulomb gauge
(∇ · A = 0) discussed in section 1.2. In such cases, the ∇ · Â term disappears from
Eq. 7.1, leaving only the Â · p̂ term. The ∇ · Â term can thus be thought of as an
anisotropic correction and we have generally found it to be small relative to the Â · p̂
term.

From the emitter side, the hole subbands of the TMD QW are considered, and the
specific case where the electron starts in the upper subband and then decays to the
lower one is chosen. As shown in the publication, the time dependence of the excited
state coefficient can be expressed as,

Ċi(t) = −
∫ t

0
dt′
∫
dω

∫
dqK(ω,q)e−i(ω−ωifq)(t−t′)Ci(t′), (7.2)

where Ċi(t) is the excited state coefficient. The integral kernel K(ω,q) holds all the
information about the electromagnetic environment. This includes both the acoustic
plasmon mode, and the Landau continuum of the graphene, as shown in Fig. 7.1 for
different values of the graphene Fermi level. The actual coupling to the intersubband
transition is determined not only by the kernel, but also by the dispersion of the
transition energy ωifq. Because the intersubband splitting and the dispersion of the
transition energy are dependent on the number of layers and the material, this means
that different TMD stacks will couple differently. This is illustrated by the white lines
in Fig. 7.1 indicating the dispersions of the transition energy for 2-5 layers of WSe22.
We explore this by calculating the radiative transition rates for the TMD quantum
wells, varying both the thickness (2-5 layers), the TMD material (WSe2, MoSe2, WS2
and MoS2), and the graphene Fermi level (0.1-0.7 eV). Purcell enhancements up to 107

and radiative rates approach 30 THz are found. The lifetimes corresponding to these
rates are significantly lower than the electron-phonon limited lifetimes of electrons
and holes in TMDs[126], and it is thus concluded that the coupling to the graphene
plasmons should be dominant for the intersubband transitions at low temperatures.
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Furthermore, the DFT-MQED method is used to analyze the validity of several
common approximations such as the dipole approximation and the use of 1D QW
wave function models. It is found that the dipole approximation can be violated,
and that even Fermi’s golden rule can be violated making it essential to use the full
method to get accurate results. Most significantly, it is found that the rates depend
strongly on the detailed shape of the wave functions, with the rates calculated using
different approximations for the wave functions showing both significant qualitative
variations as well as varying quantitatively by up to an order of magnitude. These
results emphasizes the need for a non-perturbative description, that can account for
both the electron wave functions as well as the spatial profile of the electromagnetic
field.

In summary, this paper presents a general method to describe light-matter inter-
actions in the weak and SC regime for van der Waals heterostructures hosting very
confined electromagnetic modes. Using this framework, the coupled acoustic graphene
plasmon TMD QW setup is identified as an interesting platform for strong light-matter
interactions, with Purcell factors up to 107 and radiative rates of up to 30 THz that
dwarf the phonon limited lifetime. Furthermore, it is shown how most of the com-
mon approximations including the dipole approximation, approximate electronic wave
functions and first order perturbation theory can be violated in vdW heterostructures
emphasizing the need for a general method to treat quantum light-matter interactions
in these setups.

7.2 Publication [VI]: Signatures of Non-Markovianity in
Cavity-QED with Color Centers in 2D Materials

Publication [VI] explores non-Markovian effects in the time evolution of color centers
in 2D materials coupled to an optical cavity.

Single photon emissions from color centers in materials is a widely used platform for
quantum technologies, the most notable example being the NV-center in diamond[101].
In recent years there has been a growing interest in the use of color centers in 2D mate-
rials as a source of single photons[127]. Everything else being equal, the defects in 2D
materials have the distinct advantage of being intrinsically near the surface of the ma-
terial and therefore lend themselves easily to for example near field manipulation[128].
In particular, hexagonal boron nitride (hBN) has attracted considerable attention ow-
ing to the material’s wide band gap and the relative stability of single photon emission
from its color centers[129, 130].

The emission from color centers is always accompanied by optical sidebands. These
are called phonon sidebands, and they are a result of coupling between the color center
and the host lattice[131]. The phonon sidebands result in significant broadening of the
emission spectrum and have a negative impact on the coherence properties of the emit-
ted photons. Specifically, the indistinguishably of the emitted photons, which is the
key property for linear optical quantum computing[102], is reduced by the existence of
the sidebands[47]. Strategies aimed at mitigating this usually focus on enhancing the
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(a)

(d)

(b)

(c)

Figure 7.2: (a-c) the linear absorption spectra when probing the cavity mode, for various
values of the scaling parameter αHRF. Here structure in the absorption spectra becomes
increasingly important for large coupling, and broad cavity widths. (d) shows the change in
peak position as a function of αHRF (points) for the cavity parameters studied in (a-c). Figure
reproduced from Publication [VI].

emission from the zero phonon line (ZPL) via Purcell enhancement[44]. Intuitively, in
the limit of infinite Purcell enhancement, the sideband emission would be completely
suppressed leading to unit efficiency and ideal coherence properties of the emitted pho-
tons. However, previous studies have shown that this intuitive picture is oversimplified
and that more detailed considerations are needed to properly describe the effect of the
cavity on the emission[47].

Inspired by this, we set out to study how the optical properties of color centers
in hBN could be engineered with c-QED. We specifically considered the VN CB and
C2CN defect complexes because they are the complexes that are thought responsible
for the single photon emission in the visible[132, 133]. As discussed in the paper,
by assuming that the inter-systems crossing time is relatively large, we restrict our
treatment to the triplet manifolds which we model as two level systems. To get an
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accurate description of the phonon coupling to the transition between the ground and
excited state, we calculate the electron-phonon coupling from first-principles within
the Duschinsky method[134]. This calculation gives us the partial Huang-Rhys factors
from which the spectral density of the electron-phonon coupling can be constructed.
Similar to previous studies, we employ the HSE06 exchange correlation functional for
the DFT calculations which has been shown to agree well with experiments[131, 132].

The next question is how to describe the dynamics of the coupled system. If the
phonons can be assumed to react adiabatically to changes in the photon field, the
coupled emitter-cavity-host lattice system can be treated within the master equation
formalism using polaron theory[47, 105]. However, as discussed in the paper, we quickly
discovered that the polaron formation time in the hBN color centers, which can be
thought of as the time it takes for the lattice to react to a transition from the ground
to excited state or vice versa, is relatively long. This means that the inverse polaron
formation time is comparable to even modest light matter coupling strengths, and this
suggests that the interaction can be significantly impacted by non-Markovian effects.
To properly describe both the coupling to the light and the coupling to the phonons,
we therefore turned to the TEMPO algorithm described in section 6.2.

To study the non-markovian effects, we first study the population dynamics of the
system when is initialized in the excited state and allowed to relax. We observe clear
signatures of non-Markovian time evolution which we attribute to the fact that for
even relatively weak cavity coupling strengths, the polaron formation time is on the
same time scale as the cavity coupling strength. Via comparison with a single mode
effective model of the phonon spectral density, we confirm that the origin of these
non-Markovian effects is the fine structure of the electron-phonon coupling spectral
densities. We also compared full TEMPO calculations with polaron theory using the
proper spectral densities to confirm that the differences between the single mode and
full spectral densities are true non-Markovian effects. The non-Markovian features are
especially pronounced for VN CB because it has a strong phonon peak at low detuning
from the ZPL.

To further study the effect that the electron-phonon coupling has on the interaction
of the cavity mode and the electronic transition, we have developed linear response
within the TEMPO formalism (section 6.3). Using this, we calculated the linear ab-
sorption spectrum of the defects, while artificially scaling the electron-phonon coupling,
JPh(ω) → αHRFJPh(ω), where αHRF ∈ [0, 1] and JPh(ω) is the spectral density of the
electron-phonon coupling. The results are shown in Fig. 7.2. For small cavity coupling
strengths and narrow cavity widths, we find a simple normalisation of the cavity cou-
pling strength, which we attribute to a renormalization of the transition dipole moment
by the electron-phonon coupling. This renormalization can be easily explained using
simple Frank-Condon arguments. However, for stronger coupling and wider cavities,
we observe far more complicated evolution of the spectra, clearly indicating actual
hybridization of the phonons and the polaritonic states of the emitter-cavity system
similar to Ref. [135].

In summary, we have shown that for color centers in hBN, the fine structure of the
electron-phonon coupling spectral density plays a significant role in determining the
dynamics of the cavity-defect system, even in the weak light-matter coupling regime, ne-
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cessitating a non-Markovian description. The interplay between the light-matter inter-
action and the coupling to the host lattice was further investigated using the newly de-
veloped linear response TEMPO formalism. Specifically, the absorption spectra of the
defects was computed at varying cavity coupling strengths and cavity widths. At weak
cavity coupling strengths and narrow cavity widths, the coupling to the phonon envi-
ronment leads to a simple renormalization of the cavity coupling strength in agreement
with standard Frank Condon physics. However, at larger cavity coupling strengths the
absorption spectrum show clear signatures of hybridisation between the light-matter
polaritons and phonon modes.

In future work, we will seek to extend the approach to directly calculate coherence
properties such as the indistinguishability of the emitted photons.



CHAPTER 8
Summary of the results

related to Computational
Materials Discovery

This second of the three result chapters will summarize the papers related to computa-
tional materials discovery. For each paper, a motivation of the study is given followed
by a short summary highlighting the most important points and conclusions. Copies
of all the papers are provided at the end of the thesis and the interested reader is
encouraged to refer to them for additional details.

8.1 Publication [II]: Computational Discovery and
Experimental Demonstration of Boron Phosphide
Ultraviolet Nanoresonators

Publication [II] employs a combination of high-throughput materials discovery, accu-
rate many-body perturbation theory, and experimental fabrication and characteriza-
tion to uncover new materials for all-dielectric nano-photonics.

Nano-photonics is the study of light confined to near or beyond the diffraction
limit[43]. The diffraction limit is the statement that for free-space electromagnetic
waves, the smallest feature that can be spatially resolved is ∼ λ0/4π. This is because
the magnitude of the electromagnetic wave’s wave number has to obey,

|k| =
√
k2

x + k2
y + k2

z = 2πn(λ0)
λ0

. (8.1)

However, sub-diffraction limit confinement of light can be realized in the presence of
spatial inhomogeneity owing to the fact that these can give rise to evanescent fields.
For example, if kz is imaginary then k2

z < 0 and one can have e.g. |kx| > |k|, which
means that at the cost of having the field decay out of plane, the light can be confined
beyond the diffraction limit in the in-plane direction. This local confinement of the
light results in an enhancement of the electromagnetic field strengths, and it can for
example be used to boost the sensitivity of optical biosensors[136]. For this reason, the
local field enhancement, measured as local field over the incident field, is a commonly
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used figure of merit in nano-photonics for spectroscopic applications. As discussed in
Ref. [100], it can be expressed as,(
Elocal

Einc.

)2

∝ Q2

V
, (8.2)

where Elocal is the local electric field, Einc. is the field incident on the nano structure,
Q is the quality factor of the resonance in question and V is the mode volume of the
resonance. Eq. 8.2 shows that strong local field enhancement can be realized with
small mode volumes or large quality factors.

The surface plasmon polariton resonances of metallic nano-structures are a widely
used platform in nano-optics due to the very confined nature of their associated electric
fields[137]. However, while plasmonic resonances exhibit very large local field enhance-
ment due to the strong confinement of the light, they are also inherently limited by the
Landau dampening resulting from the scattering of the plasmons into the electron-hole
pair continuum of the metals. This problem is in fact further enhanced in metallic nano-
structures due to the surface enhanced Landau dampening[138, 139]. The resonances
of plasmonic nano-structures are therefore often very broad which can be problematic
for loss sensitive applications. Furthermore, plasmonic nano-structures often only host
electric type resonances limiting their range of application. For these reasons, there has
recently been a growing interest replacing the metals with dielectrics[99, 100]. While
dielectric do not host plasmonic resonances, dielectric structures of sizes comparable
to the wavelength of light can still host geometric Mie resonances[140]. The Mie reso-
nances of dielectrics are far less confined than their plasmonic equivalents, but they do
not suffer from Landau dampening and thus have significantly larger Q-factors. As per
Eq. 8.2, these large Q factors can compensate for the weaker confinement of the mode
and still lead to significant field enhancement. Furthermore, dielectric nano-structures
are also able to host magnetic type resonances. This is both interesting because it
can lead to local enhancement of the magnetic fields, as well as interesting directional
scattering effects such as the Kerker effect via controlled interference with electric type
resonances[141]. These reasons, along with the compatibility of many dielectrics with
the CMOS fabrication techniques used in the semiconductor industry[100, 136], means
that dielectric nano-photonics is an interesting path to pursue.

A dielectric’s ability to host high-quality Mie resonances is directly linked to its
refractive index. Generally speaking, a larger refractive index will lead to a larger
quality factor of the resonances[100]. To be more precise, the important metric is the
refractive index contrast between the nano-structure and its surroundings. This can
be understood intuitively by noting that the critical angle of an interface also increases
with the refractive index contrast[2], meaning that it can be thought of as a measure of
the materials ability to trap the light. To maximize the quality factor of the resonances,
it is critical that the absorption losses in the material are minimal. It is therefore
critical to operate the material under the electronic bandgap to avoid the interband
absorption. However, the larger the band gap of a material, the lower refractive index
of the material usually is. This inverse relation between the refractive index and the
electronic band gap is embodied in the qualitatively correct Moss formula[142],
n4EG = C. (8.3)
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This means that while it is relatively easy to find materials that are suitable for appli-
cations in the IR and red part of the visible spectrum, it becomes a lot harder when
going towards the blue end of the visible spectrum and into the near-UV. This is also
reflected in the fact that most of the materials used in the near UV usually have mod-
est refractive indices between 2 and 2.3[143–145]. It is therefore critical to expand the
space of candidate materials as much as possible.

In Publication [II], we used high-throughput computational screening to search for
candidate dielectrics among the 2743 thermodynamically stable uniary and binary ma-
terials from the Open Quantum Materials Database (OQMD) project[146]. Stable here
is defined as the materials on the OQMD convex hull. To perform this screening, a cus-
tom workflow based on the Atomic Simulations Recipe[147] (ASR) and MyQueue[148]
frameworks was developed to determine the electronic properties of the materials. Due
to computational constraints in the calculations of the optical response, we removed all
materials with more than 11 atoms in the unit cell. To identify the semiconductors, a
DFT ground state calculation using the PBE functional was performed for all materials.
Removing the metals left us with 338 semiconductors as potential material candidates.
Next, we calculated the frequency dependent refractive index and extinction coefficient
within the RPA. Based on the fractional anisotropy of the refractive index (FA < 0.05),
we sorted the materials into isotropic (207 materials) and anisotropic (131 materials)
materials of which we focused on the 207 isotropic materials. Finally, we employed a
Mie theory based evaluation to screen the scattering properties of the materials. The
screening process and the results of it are summarized in Fig. 8.1. Our screening
identified several different materials that have been overlooked in the context of nano-
photonics, most notably boron-phospide (BP). Based on the screening, BP shows a
static refractive index comparable to the commonly used materials in the visible and
near UV, while showing a larger band gap.

To more accurately characterize the optoelectronic properties of BP, we used the
G0W0 approximation to correct the band gap from PBE. We confirmed that the G0W0
calculation provides a good description of the electronic structure by comparing the
direct and indirect band gaps with experimental values[149, 150]. We subsequently
applied the f-sum corrected BSE method (see section 5.3.3) to accurately calculate
the frequency dependent refractive index including excitonic effects. As shown in Fig.
8.2(a-b), we observed that BP retains it favourable comparison with the commonly
used materials at this high level of accuracy. We also used Mie theory simulations to
confirm that spherical particles of BP can host clear Mie resonances across the range
of energies below the direct band gap, see Fig. 8.2c. For these reasons, we decided to
proceed with experimental fabrication and characterization of BP nano-structures.

BP nano particles were prepared by grinding comerically available BP powder in a
mortar. The particles were then dispersing in methanol and dropcasted onto a glass
substrate to isolate individual nano particles. This process resulted in quite rough
nano particle shapes but they nonetheless showed clear signs of Mie resonances, which
we prove by performing far-field characterization of the nano particles using dark field
microscopy, see Fig. 3 in Publication [II]. We further checked the crystallinity of the
nano particles using micro-Raman spectroscopy.

We then proceed with near-field characterization of the nano-particles using s-EELS
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(see section 5.3.1). The combination of high spectral- and spatial resolution in s-EELS,
as well as the its ability to probe resonances in the UV, allowed us to both extend
our measurements into the UV, and to determine the nature of the resonances. In
combination with simulations on cylindrical nano particles, we are able to spatially
resolve the modes and determine the near field profiles of the different resonances.
Using this process, we identify several characteristic modes such as the in- and out of
plane electric dipoles, as well as the electric quadropole, despite the rough shape of the
particles. This further confirmed potential of BP as a candidate material for dielectric
nano-photonics.

As a final step, we investigated the possibility of reshaping the BP nano particles into
more regular shapes, as this would be necessary to properly harness its potential as a
candidate material for nano-photonics. We specifically investigated a laser reshaping
procedure and show that it is indeed possible to process the BP nano-particles into
spheres. We confirm that both the chemical composition and crystalinity is unaltered
after reshaping using micro-Raman and EDS. We also characterized the scattering
properties of the reshaped particles in the far field and show that it agrees very well
with simulations for spheres of BP using the refractive index calculated using the f-sum
corrected BSE method.

In summary, in this publication we used high-throughput computations to screen
the stable binary materials from the OQMD database for interesting materials for
dielectric nano optics. In the process, we developed both the computational workflow
to perform the screening, and the f-sum corrected BSE method that, while not suited
for high-throughput due to a large computational cost, can be used to accurately
characterize interesting candidate materials. In particular, we identify BP and we show
both theoretically and experimentally that the material is able to host clear resonances
all the way into the UV part of the spectrum. Finally, we showed that it is possible to
process the nano particles into regular shapes using a laser reshaping method. Along
with other recent progress in BP fabrication[151], Publication [II] therefore opens the
door to the wide spread adoption of BP for nano-photonics in the visible and near UV
spectral ranges.
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Figure 8.1: High-throughput materi-
als screening: Schematic of the screening
steps and the number of materials that sur-
vive each of them. b) The static refrac-
tive index of the isotropic materials plot-
ted as a function of their direct band gap
energies along with the Moss formula. The
colored dots highlight interesting materials
and the inset shows the energy-dependent
Q-factor and radiation efficiency, η, of the
magnetic dipole resonances in those mate-
rials. The background colors represent the
infrared (red), visible (green), and ultravi-
olet (blue) spectral regions. Figure repro-
duced from Publication [II].
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Figure 8.2: Optical response and
Mie resonances of BP: a,b) Refractive
index n and extinction coefficient k of
BP calculated using the f-sum corrected
BSE method compared with that of some
of the commonly used dielectrics in the
visible and ultraviolet spectral regions. c)
Extinction efficiency map of BP spheres
of varying radii calculated using Mie
theory, which demonstrates that Mie
resonances can be sustained in the visible
and ultraviolet. Figure reproduced from
Publication [II]

.
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8.2 Publication [V]: Indirect band gap semiconductors
for thin-film photovoltaics: High-throughput
calculation of phonon-assisted absorption

Publication [V] investigates the potential of indirect bandgap materials in photovoltaic
applications via high-throughput computational screening.

Photovoltaics (PV) is likely to play a central role in the transition towards sustainable
energy production. While the material of choice has historically been silicon, recent
years have seen growing interest in thin-film solar cells due to their superior mechan-
ical properties, as well as their inherently lower material use. Despite of the interest,
most materials currently used for thin-film cells are plagued by low abundance, toxi-
city concerns, and/or bad long term stability in the atmosphere. As such, the search
for new materials for thin film PV cells has been the focus of many high-throughput
computational screening studies[152–158]. However, due to the large computational
cost of evaluating the phonon-assisted indirect absorption inherent to indirect band
gap materials, these studies have primarily been focused on direct band gap materi-
als. Because the indirect band gap materials form the largest part of semiconductor
chemical space, this means that a significant part of the potential materials have been
largely neglected. In this study we seek to remedy this by developing a computation-
ally efficient approximation to evaluate indirect absorption and use it to screen the 338
semiconductors from Publication [II].

Phonon assisted absorption is a second order process involving a photon-phonon pair
which collectively satisfy crystal momentum conservation. Because the phonon can
carry significant crystal momentum, this allows non-vertical absorption processes to
occur. For materials with an indirect electronic band gap, this results in absorption
below the direct band gap[81]. The phonon assisted contribution to the absorption can
be written in terms of the electron-phonon coupling matrix elements via second order
perturbation theory,

α(ω) = 4πe2

m2ϵ0c

1
n(ω)ω

1
N2

k

∑
k1k2,c,v,l

|tl,±ck2←vk1
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q). (8.4)

Here ℏω is the energy of the incident photon and n(ω) is the refractive index of the
semiconductor. To evaluate the indirect scattering matrix elements, tl,±ck2←vk1

, the
electron-phonon coupling, V l(q), has to be evaluated at q = k2 − k1,

tl,±ck2←vk1
=
√
nl

q

[∑
α

⟨ψck2 |V l(q)|ψαk1⟩⟨ψαk1 |ê.p|ψvk1⟩
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Because the sum in Eq. 8.4 runs over all conduction- and valence bands, all momentum
transfers, and all phonon modes, l, evaluating it requires a full phonon analysis for each
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material which would be prohibitively expensive in a high-throughput setting. Instead,
Publication [V] employs the approximation that the electron-phonon coupling matrix
element can be approximated by the Γ-point phonons,

ωl
q → ωl

0 (8.6)
⟨ψck2 |V l(k2 − k1)|ψvk1⟩ → ⟨uck2 |V l(0)|uvk1⟩. (8.7)

This way, only a single phonon calculation in the primitive unit cell is needed for
each material. Using crystalline silicon as a test, we confirm that the approximation
provides a decent description of the indirect absorption. It is important to note that
the approximation performs better for materials with larger unit cells. Furthermore, it
can in principle be systematically improved by using larger supercells, becoming exact
in the limit of an infinite supercell.

Combining this approximate method for the indirect absorption with the normal
interband absorption, which we calculated from the frequency dependent RPA level
dielectric functions from Publication [II], we are in a position to evaluate the PV perfor-
mance of the stable binaries from the OQMD convex hull. We specifically consider the
subset of the 338 semiconductors from Publication [II] which has a band gap between
0.7 and 3 eV when evaluated with the GLLBSC functional. In addition to the ab-
sorption, the materials are evaluated using screening descriptors for carrier transport,
and non-radiative recombination. Generally speaking, the carrier mobility is charac-
terized by the relaxation time due to scattering, τ , and the effective mass, m∗. While
accurately calculating the relaxation time is a difficult task due to the multitude of
different process that contribute to it, the effective mass of the carriers can be easily
determined from the electronic band structure. The effective mass is therefore used
as the measure of mobility in this study. To account for non-radiative recombination,
we use the model proposed by Blank which treats the non-radiative recombination in
terms of an effective internal quantum efficiency, Qi[159].

After manually screening out materials containing toxic and rare elements, as well as
materials that are known to be unstable in air, the screening leaves us with 28 potential
candidate materials. The list, which contains 20 indirect band gap semiconductors,
consists of both well established (3), emerging (16), and previously unexplored (9)
materials. Most of the new compounds are anion rich chalcogenides (TiS3, Ga2Te5)
and phosphides (PdP2, CdP4, MgP4, BaP3) containing homoelemental bonds.

Accounting for the indirect absorption is also important because it allows us to
distinguish between materials with the same fundamental band gap. Consequently, in
addition to the new candidate materials, our work also helps to address a discussion
in literature about the potential benefits of having a small indirect band gap. It is
found that an indirect band gap can be beneficial for photovoltaics, as it can result in
a larger power conversion efficiency in the radiative limit compared to a direct band
gap material with the same band gap. This is however only true provided that their
gap is below the Shockley-Queisser optimal gap of 1.1 eV. As a concrete example, we
show that CdP4 (Eg = 0.89 eV, Edir

g = 1.01 eV) has a larger power conversion efficiency
than InSe (Eg = Edir

g = 0.86 eV).
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My primary contribution to this publication lies in the calculation of the electronic
part to the absorption, as well as the construction of the workflow that led to the
discovery of the 338 semiconductors that served as seed for this study.

In summary, Publication [V] presents a computationally efficient approximation of
the phonon-assisted indirect absorption in semi-conductors. This approximations is
used to screen a range of indirect band gap semiconductors, addressing a class of
materials that have previously been largely neglected in high-throughput screening of
PV materials. We identify 9 previously unexplored materials that could be interesting
for PV applications. Interestingly, most of the new compounds contain homoelemental
bonds, which is unlike most materials commonly used for PV applications. Our work
highlights the previously underexplored potential of indirect band gap materials for
photovoltaic applications.

8.3 Publication [VII]: Recent progress on the
computational 2D materials database

Publication [VII] presents new developments for the Computational 2D Materials
Database (C2DB) project.

To properly harness the potential of 2D materials in general, and vdW heterostruc-
tures in particular, it is important to expand the space of known 2D materials as much
as possible. To this end, the C2DB project seeks to discover novel 2D materials us-
ing high throughput computational screening. The project was originally published
back in 2018, consisting of relaxed atomic structures, electronic structures, thermody-
namic properties, optical properties, elastic properties and stability for around 1500
2D materials[160]. Since its original publication, the C2DB has grown to around 4000
structures, several features have been added to the database, old features have been
updated and the data provenance has been improved. These developments were a
result of a collective effort of all of CAMD, and it led to the publication of [VII].

Figure 8.3 shows the C2DB workflow that all of the materials in the database have
to go through. The workflow can be thought of a split into two parts. The former part
deals with structure optimization and filtering out materials that do not relax into a
2D structure, whereas the latter part is property workflow that calculates a range of
properties for the materials that pass the first step. The first step in the first part is a
structure relaxation followed by a dimensionality analysis to determine if the material
has relaxed into a single 2D material. If the material has either disintegrated into 1D
or 0D clusters, or has relaxed into multiple 2D clusters, it is discarded. This is illus-
trated in Fig. 2 of the manuscript. Subsequently, the material is classified according
to symmetry and magnetic structure. A stability analysis is further performed classify-
ing the thermodynamic-, elastic-, and dynamical stability of the material. After these
classification steps, the stable materials are fed to the property workflow. It includes
the properties from the original C2DB workflow[160], as well as new properties includ-
ing exfoliation energies, Bader charges, Born effective charges, optical- and infrared
polarizabilities, the piezoelectric tensor, Raman spectra, second harmonic generation
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Figure 8.3: The C2DB workflow: A new material is first relaxed, and then classified
according to its dimensionality. It also checked that the material does not already exist in the
C2DB. If the materials passes these tests, its structure and magnetic properties are classified,
before it’s evaluated according to its thermodynamic-, elastic-, and dynamical stability. For
the stable materials, the property workflow is then run before adding them to the C2DB. The
unstable materials are also added to the database but without having the property workflow
run for them.

and spontaneous polarization. The roughly 2500 new materials added to the database
were identified by adding MXY Janus monolayers, as well exfoliable monolayers from
experimentally known layered bulk crystals.

My personal contribution to the C2DB project lies primarily in the stability- and
dimensionality analysis of the candidate structures. For the dimensionality analysis
part of the workflow, a new recipe based on a dimensionality scoring parameter outlined
by Ref. [161] was implemented in the ASR framework[147]. The work for the stability
part of the workflow is based around the evaluation of the CBP protocol used to
determine dynamic stability, as well as potential acceleration of the process using
machine learning. These contributions to the C2DB project are further discussed in
Publication [IV].

In summary, the C2DB project has undergone significant development in terms of
the number of materials, quality of the workflow and new properties, meaning that it
now contains a wide range of properties for around 4000 2D materials. The database
provides a high quality data resource that can be used as a direct reference/starting
point for new projects, as well as a valuable data resource for machine learning[162–
164].
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8.4 Publication [IV]: Predicting and machine learning
structural instabilities in 2D materials

Publication [IV] is a continuation of the work on the C2DB project focusing on the
dynamical stability evaluation of candidate materials (step 3 in the middle row of
Fig. 8.3). Specifically, the paper assesses the Center and Boundary Phonon (CBP)
protocol used by C2DB as an alternative to full phonon calculations for dynamical
stability evaluation.

The relaxation of a candidate material for C2DB is indirectly constrained because
the number of atoms in the unit cell is fixed. There is therefore a risk that the relax-
ation ends up in a saddle point on the potential energy surface. Any such material
would, given the chance, make a distortion enlarging the unit cell, allowing it to re-
lax into the lowest energy configuration. This is analogous to the case well known
Peierls distortion[165], and the material would therefore be dynamically unstable. The
dynamical stability of a structure can be evaluated via a phonon calculation. If any
imaginary phonon frequencies are identified, it means that the material can gain energy
by distorting along such a mode and the structure would therefore be dynamically un-
stable. In principle, imaginary phonon frequencies can occur anywhere in the phonon
bandstructure and a full phonon calculation is necessary to evaluate the dynamical sta-
bility of a candidate material. Such a calculation is however very expensive, and this
way of evaluating the dynamical stability is therefore not suited for high-throughput
computations.

As an alternative to full phonon calculations, the C2DB project employs the CBP
protocol. After the material has been relaxed, the CBP protocol evaluates the stiffness
tensor of the material, and the Hessian matrix of a 2x2 supercell. More details on the
CBP protocol are given in the paper but, importantly, the way the Hessian is calculated
means that it only accounts for the phonons in the center and at high symmetry points
along the boundary of the first Brillouin zone. This approach saves a significant amount
of computational resources. However, the procedure will miss dynamical instability
arising from imaginary phonon frequencies in the interior of the Brillouin zone, and
the fidelity of this protocol for 2D materials remained an open question before this work.
As compared to full phonon calculations, there are three possible outcomes of the CBP
protocol: A true positive result in the cases where the unstable mode are at the center
or the boundary of the cell, a true negative when the material is truly stable, and a false
positive if the unstable mode is not at one of the high symmetry points evaluated by
the CBP. The false positive result cannot exist because any material with an unstable
boundary mode is de facto unstable. The protocol is tested on 20 randomly selected
materials from the C2DB. The 20 materials represent 7 different prototypical crystal
structures, with 10 metals and 10 semiconductors. For these 20 materials, full phonon
calculations are performed and the classification is compared to the result of the CBP
protocol. Of these 20 materials, 17 are correctly labeled and 3 are falsely labelled as
stable by the CBP protocol. To improve the test, the CBP is also evaluated for the
258 monolayers for which full phonon calculations can be found in the literature[166].
Of these only 14 come out as false positives, resulting in a total success rate of 261
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out of 278, which validates the CBP protocol as an efficient tool for the evaluation of
dynamical stability. Note further that the majority of the false positives contain Nb,
Co or Ta, indicating that these metals are associated with particularly complicated
charge density wave reconstructions.

The effect of the structural distortions on the crystals can be investigated by pushing
along the unstable phonon modes to generate dynamically stable structures. Such
controlled dislocations were performed for 137 dynamically unstable materials from
C2DB, which are chosen to have a single unstable mode, as predicted by CBP, and to be
close (within 0.2 eV/atom) of the convex hull. The unstable structures can be split into
two categories, unstable with isotropic Hessians and unstable with anisotropic Hessians.
For the former, there is a clear way to displace the materials, and 43 out of 91 become
stable after displacement. For the latter, it is not clear how to perform the displacement
in general and the succesrate is significantly lower at 6 out of 41, though it is shown
that this can be improved by iterative application of the scheme. For the materials
that become dynamically stable, it was found that the thermodynamic stability of the
new, lower symmetry structures improves, with several of them moving near, or onto,
the convex hull. As would be expected from the picture of Peirls distortion[81], there
is a trend between band openings and distortions. For the new 49 stable materials the
C2DB workflow is run and the materials were added to the C2DB. Iterative application
of the CBP protocol could in principle be included in the C2DB stability workflow to
find the dynamically stable configurations of the initial dynamically unstable materials,
as shown in Fig. 8.4a.

Finally, a machine learning based approach to identify the unstable materials without
a phonon calculation is evaluated. This is inspired by the fact that clear correlations
between the dynamical stability and simple electronic properties of the material can
be identified. In this work, the XGBoost model was employed[167]. To evaluate the
model, the Reciever Operating Characteristic (ROC) curve[168] is used. The advantage
of this metric that a clear overall measure of the performance is provided by the area
under the curve (ROC), and it is further possible to evaluate its efficiency at different
levels of willingness to sacrifices stable materials in the screening process. A simple
fingerprint consisting of only simple electronic properties yields an respectable area
under the roc curve (AUC) of 0.82. Improving the fingerprint using the RAD-PDOS
fingerprint[163] significantly improves performance, raising the ROC from 0.82 to 0.9.
The model performs slightly worse on the set on 137 materials selected for displacement,
the reasons are understandable because these are chosen specifically to be close to the
convex hull which is likely a metric that the model picks up on.

Due to the strong performance of the machine learning model, it is hypothesized
that it can be used to speed up the screening for dynamically unstable materials. As
shown in Fig. 8.4b, is envisioned that the machine learning model can be integrated
into the workflow as a pre-screening step before the CBP protocol. In this way, it can
be used to filter out the majority of the dynamically unstable materials without the
need to evaluate even the center and boundary phonons. Such a combination would
be able to further reduce the number of phonon calculations need to remove dynam-
ically unstable materials in the workflow. For some projects, it will be advantageous
to sacrifice a few dynamically stable materials if it means that more materials can be
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Figure 8.4: Two potential augmentations to the C2DB dynamical stability workflow: (a)
After relaxation the material is evaluated using the CBP protocol. If it passes, the C2DB
workflow is run for the material. If it fails, the material is pushed along its unstable mode
and subsequently relaxed. The latter step is applied iteratively until a dynamically stable
configuration is reached. (b) After the relaxation of a material its dynamical stability is first
screened by the machine learning model. If it is labelled as unstable the material is discarded.
If it passes, the material is then evaluated via the CBP protocol to confirm the machine
learning prediction. The pre-screening step with the machine learning model thus serves as a
filter that reduces the overall number of phonon calculations.

screened. Depending on the willingness to sacrifices stable materials, it is possible to
save a significant amount of phonon-calculations by pre-screening with the ML model.
The willingness to sacrifices materials is directly mapped out by the ROC curve, and
the different thresholds can be read off the curve. Fig. 8.5 shows the classification
thresholds where 5%, 10% and 20 % of the stable materials are discarded are indicated.
It is observed that 56 ± 9%, 70 ± 6% and 85 ± 3% of the phonon calculations for the
three thresholds, respectively.

In summary, the paper performs a systematic evaluation of the CBP protocol for
the detection of dynamical instabilities in 2D materials. In total, the success rate of
the CBP protocol is 261 out of 278, indicating high fidelity. A method for generating
dynamically stable materials from unstable ones by pushing along the unstable phonon
modes was explored, and several new materials were added to the C2DB as a result.
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Figure 8.5: Machine learning results. a) shows the ROC curves for a machine learning model
trained on RAD-PDOS fingerprints and a baseline model trained on electronic features from
the C2DB. The AUC scores are 0.91 and 0.82, respectively. b) shows the ROC curves zoomed
on low false prediction rates with different classification thresholds highlighted with vertical
lines. By accepting 5% of the stable materials being falsely characterised as unstable, we can
correctly label 56 ± 9% of the unstable materials. For 10% the true prediction rate is 70 ± 6%
and for 20% it is 85 ± 3%. Figure reproduced from Publication [IV].

Finally, the use of machine learning to speed up the evaluation of dynamical stability
was investigated. It was found that the model performs well, acheiving an excellent
ROC-AUC score of 0.90 and lends itself to high-throughput assessment of dynamical
stability.



CHAPTER 9
Summary of the results

from experimental
collaborations

This third of the three result chapters will summarize the papers related to experimen-
tal collaborations. For each paper, a motivation of the study is given followed by a
short summary highlighting the most important points and conclusions. Copies of all
the papers are provided at the end of the thesis and the interested reader is encouraged
to refer to them for additional details.

9.1 Publication [III]: Momentum-dependent oscillator
strength crossover of excitons and plasmons in
two-dimensional PtSe2

In Publication [III], we used q-EELS (see section 5.3.1) along with first principles
calculations to probe the excitation spectrum of layered PtSe2 as a function of thickness.
This publication was a collaboration with experimental colleagues, and my contribution
to the publication lies in the theoretical calculations and data analysis.

PtSe2 is a Transition Metal Dichalcogenide (TMD) which can be isolated in mono-
layer or few layer forms[169], similar to other TMDs such as MoS2 and WSe2. However,
unlike the more well-studied TMDs such as MoS2 and WSe2 which shows a direct to
indirect bandgap transition when going from monolayer to bulk[170], the stronger in-
terlayer coupling in layered PtSe2 means that the material goes from a semi-conductor
in the monolayer to a metal from three layers and onward[171–173]. The properties of
PtSe2 are therefore strongly layer dependent for few layers.

While the transport and catalytic properties of PtSe2 have been extensively stud-
ied[174–176], it strong thickness dependent properties could also make it a very inter-
esting material for optoelectronic applications[177]. However, until now its excitation
spectrum remained understudied. In Publication [III] we therefore set out to perform
a detailed investigation of the excitation spectrum using q-EELS.

We initially fabricated layered slabs of PtSe2 using chemical vapour deposition. This
resulted in samples of different thicknesses ranging from monolayer to bulk samples.
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The quality of these samples was checked using ADF-STEM and it was found that
high-quality regions of many different thicknesses could be identified. Next, q-EELS
measurements were performed using the approach described in section 5.3.1. We specif-
ically performed measurements on a monolayer, a 4 layer and a bulk sample, see Fig.
9.1(a-c). It was found that in all cases the excitation spectrum was dominated by three
distinct peaks, a low energy A peak, an intermediate energy B peak, and a high-energy
C peak. It was generally found that the A-peak dominated in the low q-region, whereas
the B and C peak become dominant as q was increased.

To understand the dispersion of the different peaks, we turned to theoretical con-
siderations regarding the q-dependence of electronic screening in 2D and 3D materials
respectively. As discussed in section 5.2.5, at the BSE level the interaction between
electrons in a solid is made up of two contributions: an exchange contribution, V (q),
and a contribution from the direct interaction, W (q). In Publication [III] and its
Supplementary Information we discuss how the electronic screening behaves very dif-
ferently in 2D and 3D. In 3D, both contributions are relatively constant in the small
q limit, with the exchange interaction usually dominating. This is in stark contrast
to the 2D case where, for small q, the long-range components of V (q) scales approx-
imately linearly with q whereas the W (q) remains relatively constant. In effect, the
long-range contribution to V (q) is thus turned off in the optical limit in 2D, leading
to a spectrum dominated by the direct interaction. The result is that in 2D the low q
excitation spectrum is dominated by excitonic effects, whereas at larger q the spectrum
is dominated by the exchange interaction[90]. We employ this different scaling of the
excitonic and plasmonic excitations to assign the A peak as an excitonic peak in the
2D systems, and the B and C peak as plasmonic peaks.

To support the theoretical reasoning, we calculate the EEL spectrum at different
q-values with the RPA, see Fig. 9.1(d-f). We find that for all thicknesses, the RPA
reproduces the B and C peaks relatively well, emphasizing their plasmonic origin. Be-
cause of the good agreement between the RPA and the experiments, we can employ
the mode decomposition of the dielectric function described in section 5.1.2 to further
study the excitations. Specifically, we can study the long-range exchange interaction
”turn on” as we increase q to directly observe the strong q-dependence of the plasmon
formation in 2D. With this method, we find that the B and C peak go from interband
peaks to interband plasmons in 2D as we increase q, firstly proving their plasmonic
nature, and secondly showing that plasmon formation is strongly q-dependent in 2D
and that this can be used as a spectroscopic tool. The results in 2D stand in clear
contrast to the 3D case where we observe basically no q-dependence of the plasmon
formation in the low q-limit and observe strong plasmon formation generally. However,
the fact that the RPA reproduces the B and C peak well again indicates their inter-
band plasmonic nature in the bulk system. We finally discuss the orbital composition
of the interband transitions contributing to the B and C peaks, and we find that for
all thicknesses the B peak is formed primarily of transitions between Pt-d like orbitals
to Se-p like orbitals, and the C-peak is made primarily of transitions between Pt-p to
Pt-s orbitals.

Finally, we turned to a discussion of the A-peak which we reasoned was excitonic, at-
least in the 2D systems. Interestingly, the A-peak is actually relatively well represented
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Figure 9.1: (a−c) Experimental q-EELS of 1L, 4L and bulk PtSe2, respectively. (d−f)
Calculated q-dependent loss functions in the random phase approximation (RPA) of 1L, 4L,
and bulk PtSe2, respectively. The low energy excitonic peak A, and the intermediate and high
energy plasmonic peaks B and C are indicated. Figure reproduced from Publication [III].

by RPA in the 2D systems at q = 0, despite the lack of excitonic effects. As discussed
in the paper, this turns out to happen due to a combination of different errors in the
RPA@PBE calculations. For the monolayer, we can perform BSE calculations based
on energies from the G0W0 approximation (as described in section 5.2.5) to confirm
the excitonic nature of the A-peak, see Fig. 9.2a. It turns out that the opening of
the bandgap in G0W0 is counteracted almost exactly by the exciton binding energy in
the monolayer. Combined with the vanishing exchange interaction in the optical limit,
this means that for the 2D systems RPA based on PBE will produce an interband
peak almost exactly where the true excitonic peak lies. However, as can be seen in
Fig. 9.2a, the reality is that there is significant renormalization of the A-peak due to
excitonic effects and these are ultimately the true origin of the peak. In addition to
calculating the excitonic correction to the EELS spectrum, we further map out the
excitonic wave function in reciprocal space and show that while the electron is located
in a minimum in k-space, the hole is localized in a relatively flat part of the Brillouin
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Figure 9.2: Excitonic origin of the A-peak in monolayers. (a) Comparison of BSE and
RPA calculated loss functions of monolayer PtSe2 in the q → 0 limit. The BSE spectrum
is calculated on top of the G0W0 band structure. For comparison, the RPA spectrum is
calculated on top of the PBE band structure and the PBE band structure corrected to match
the G0W0 band gap, respectively. (b) The BSE calculated excitonic weights of the A peak.
The colored inset shows the 2D projected exciton wave function distribution in k space. Both
the excitonic weights and k-space wave function show that the A exciton originates from direct
transitions at the midpoint of Γ − M (highlighted by the black arrow). Figure reproduced
from Publication [III].

zone and consequently it is significantly more delocalized in k-space, see Fig. 9.2b.
We believe that this explains why the excitonic peak in photoluminescence of PtSe2 is
weaker than expected. For the 4 layer system it is not possible to perform a BSE
calculation due to the larger number of atoms in the unit cell. However, because the
scaling argument for the different contributions to the Coulomb interaction also holds
in the 4 layer case we believe that the A peak also represents an exciton in the 4 layer
slab.

It is quite clear that the A-peak cannot represent an excitonic peak in the metallic
bulk system due to the large screening in the system, and the BSE calculation for the
bulk system also confirms this. Our hypothesis is that the A peak is instead a intraband
plasmon in the bulk system. If one calculates the plasmafrequency of the bulk system
based solely on the density of states at the Fermi level, a plasmafrequency of 1.6 eV
is found which agrees well with the experimental position of the A peak. However,
in the full RPA spectrum the intraband plasmon peak is renormalized to 0.56 eV due
to the screening by interband transitions. It should, however, be noted that the PBE
functional is known to underestimate interband transition energies, which generally
leads to an overestimation of interband screening and thus a red-shifting of plasmon
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energies[178]. For conventional metals, the description of the intraband plasmon can
be improved using the GLLBSC functional[178]. We also tried this for the layered
PtSe2 system but we did not see any significant change in the bulk A-peak. We were
therefore not able to confirm the nature of the A-peak and its origin consequently
remains an open question.

In conclusion, this paper unravels the elementary electronic excitations of PtSe2 using
both q-resolved EELS and first principles calculations. In addition, we show how to
turn theoretical considerations about the q-dependence of the different Coulomb inter-
action matrix elements into actionable spectroscopic insight for 2D materials, poten-
tially opening the door to new possibilities in spectroscopy of 2D materials.

9.2 Publication [VIII]: Tunable free-electron X-ray
radiation from van der Waals materials

In Publication [VIII], we investigated how parametric coherent Bremsstrahlung from
van der Waals heterostructures can be used as a tunable source of monochromatic
X-ray radiation.

Access to energy tunable X-ray radiation is important for core-level spectroscopy
and different X-ray imaging techniques[179]. However, most laboratory scale sources
can only provide emission with broad spectral width and limited tunability. Instead,
energy tunable X-ray radiation is most often generated using large magnetic undulators
at synchroton- or free electron laser facilities.[180, 181]. A magnetic undulator consists
of a series of magnetic dipoles with alternating directions. When a high-energy electron
is passed through the undulator, the alternating magnetic field will cause the electron
trajectory to oscillate back and forth resulting in emission of radiation. The wavelength
of the emitted radiation depends on both the electron velocity and the undulator period.
λu. Focusing on the first harmonic in the forward direction, the emitted radiation has
wavelength[182],

λe(θ = 0) = λu

2γ2

(
1 + K2

2

)
. (9.1)

Here γ =
(

1 − v2

c2

)−1/2
is the relativistic length contraction parameter, and K is the

undulator strength parameter, K = eBλu

2πmec , whereB is the magnetic field strength of the
magnetic dipoles. K quantifies the magnitude of the oscillations the electron undergoes
when traveling through the undulator. In the regime where K ≪ 1 the perturbation to
the electron trajectory is small. This means that the radiation from the same electron in
different periods is able to interfere which causes the emission to have a narrow spectral
width. Eq. 9.1 dictates that the wavelength of the emitted radiation in the undulator
regime is λe ≈ λu

2

(
1 − v2

c2

)
. Thus if either the undulator period is small enough, or

the electron velocity is large enough, the emitted radiation will be X-ray radiation.
Conventional undulators usually have periods on the millimeter or centimeter scales,
and to achieve X-ray emission it is therefore necessary to accelerate the electrons to
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very large energies. This is the reason why the operation of such sources is restricted
to synchroton- and free electron laser facilities, and it severely limits the practical use
of this type of radiation. For this reason, there has recently been interest in developing
more compact undulator designs. The most notably example of this is laser-driven
Compton based X-ray sources that use the magnetic field of high-intensity lasers pulses
as the undulating field. This results in significant shrinking of the undulator period to
micrometer scales which means that lower electron energies are required[183].

In this work, we explore the ultimate limit of undulator wavelength using the para-
metric coherent bremsstrahlung generated by electrons traveling through layered vdW
crystals. This allows us to reduce the electron acceleration voltage to levels found
in a standard Transmission Electron Microscope (TEM) (∼ 60–300 keV). The idea is
illustrated in Fig. 9.3a.

As a proof of concept, we place a stack of layered WSe2 in the TEM oriented such
that electrons travel perpendicular to the layers. The emitted X-ray is then measured
as a function of the electron acceleration voltage, as shown in Fig. 9.3b. We find that
the emitted radiation has a narrow spectral width, and its energy can be tuned by
varying the incoming electron energy. This proves that the vdW-heterostructure can
provide the necessary undulation of the electrons. We further confirm the effect for
stacks of MnSP3 and CrPS4 respectively. Because tuning the energy of the electrons
can require cumbersome realignment, we also explore how the X-ray can be tuned by
changing the vdW material. Specifically, we consider the paradigmatic XPS3 material
with Fe, Co, Ni metal ions respectively. The interlayer distance differs slightly between
these materials, 6.52 Å, 6.46 Å and 6.30 Å, and we show a systematic blue shift of the
emitted X-ray radiation with decreasing interlayer distance.

As illustrated in Fig. 9.3b and c, there are two mechanisms responsible for the X-
ray generation in the vdW heterostructures: Parametric X-ray Radiation (PXR) and
Coherent Bremsstrahlung (CBS). The former can be understood as the radiation that
results from the materials response to the incoming electron. Contrastingly, the latter
can be understood as the radiation resulting from the perturbation of the electrons path
as it interacts with the structure of the material. Both mechanisms result in energy
tunable X-ray being emitted, and the emission from both mechanisms follow identical
angular dispersion relations. PXR can be modelled by treating the periodic structure
of the atomic lattice as a discrete array of emitting dipoles. CBS can be modelled
via a two step process. The first step is solving the Newton-Lorentz equations for the
electron trajectory in the presence of the electrostatic potential of the crystal lattice.
We obtain this potential from a DFT calculation. The radiation can then be calculated
from the electron trajectory using the Lienard-Wiechert potentials which describe the
electromagnetic field of a moving point charge[184]. Our analysis shows that PXR
dominates as the source of radiation in vdW materials for the electron energies available
in the TEM. We also find that the model of the PXR can be used to accurately predict
the spectral properties of the X-ray radiation observed in the experiments. Finally, we
theoretically propose that designer undulators can be constructed by engineering the
period of the vdW heterostructures. Specifically, we propose that these could be made
by periodically stacking n1 layers of one vdW material, followed by n2 layers of another
vdW material. Using the model of the dominant PXR radiation, we theoretically prove
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Figure 9.3: a) The radiation is produced from two combined mechanisms, PXR and CBS
from an electron (e−) propagating through periodic crystal structures. The angle between the
direction of the detector and the negative direction of electron propagation is 59 degrees. b)
Illustration of the PXR mechanism. c) Illustration of the CBS mechanism. d) Photon energy
spectrum of X-ray radiation created by an electron moving along the [001] axis of WSe2. The
emitted radiation peaks at different photon energies, depending on the electron kinetic energy
(60–300 keV). Insets: sample image and diffraction pattern (top right). Figure reproduced
from Publication [VIII].

that changing the period of the heterostructure leads to changes in the dispersion of
the emitted X-ray as a function of electron energy.

Publication [VIII] was a large collective effort. My contributions were limited to
assisting in the development of the CBS simulations, and carrying out the necessary
DFT calculations to extract the electronic potentials.

In summary, vdW heterostructures are identified as a potential sources of energy
tunable X-ray radiation when placed in a TEM. It is shown that the emission can be
tuned both via the incoming electron energy and the configuration of the heterostruc-
ture. This opens the door to highly tunable sources of X-ray with very small physical
footprints as compared to current technologies.



CHAPTER 10
Summary and Outlook

This thesis has studied light-matter interactions using first-principles quantum me-
chanical calculations. These calculations have been used to both interpret novel ex-
perimental results, and actively drive materials discovery for different opto-electronic
applications. The thesis has both presented new methodologies, as well as novel appli-
cations of existing methodologies.

A major focus of the present work was quantum light-matter interactions. Macro-
scopic Quantum Electrodynamics (MQED) was introduced as a general approach to
the quantization of the electromagnetic field in lossy magnetoelectric backgrounds. The
thesis also reviews Density Functional Theory (DFT) as a practical approach to solving
the interacting many-electron ground state problem, and Quantum Electrodynamical
DFT (QEDFT) as a version of Time Dependent DFT (TDDFT) that can account for
quantized modes of light. Furthermore, the linear response of a non-relativistic QED
system was reviewed, and its formulation in terms of QEDFT was introduced.

Building on these existing ideas, a method combining MQED with DFT to provide an
accurate description of light-matter interactions in van der Waals (vdW) heterostruc-
tures was presented. This is a challenging problem because such structures host ultra-
confined electromagnetic modes. In particular, it was shown how most of the common
approximations including the dipole approximation, approximate electronic wave func-
tions and first order perturbation theory can be violated in vdW heterostructures. This
emphasizes the need for a general method to treat quantum light-matter interactions in
these setups. As a follow up to this work, an approach combining MQED with QEDFT
was presented in Chapter 4. The work addresses a clear hole in the existing QEDFT
literature, which has so far not connected the cavity coupling strengths to real cavity
setups, and instead mostly treated these as free parameters. While the framework is
limited to finite systems and coupling within the dipole approximation, it overcomes
some of the other limitations of the MQED-DFT framework such as the neglect of
the diamagnetic term and the approximate model of the electronic energy levels. The
work therefore represents a step towards fully first principles description of quantum
light-matter interactions. The framework is illustrated for a spherical micro-cavity
with multiple benzene molecules embedded in it. It is found that the properties of the
electromagnetic resonances can be linked directly to the geometry and material com-
position of the cavity. It was also shown that QEDFT’s ability to treat many electrons
allowed for treatment of multiple molecules coupled to the electromagnetic environ-
ment without having to resort to simplified models of the electronic structure. This
work is a step towards parameter-free QEDFT calculations in general electromagnetic
environments. In addition to the cavity-QED setting, the method could also provide a



10 Summary and Outlook 108

way to perform TDDFT in a lossy optical environment, potentially removing the need
for artificial spectral broadening in such calculations. Future work will be dedicated
to combining ideas from both approaches into a truly general framework for quantum
light-matter interactions capable of describing both finite and extended systems.

Furthermore, the impact of non-Markovian effects for cavity-QED with color cen-
ters in 2D materials was investigated. The color centers were described as open
quantum systems interacting with their phonon environment. The study combined
a first-principles description of the electron-phonon coupling with the tensor network
based TEMPO algorithm. The latter is capable of describing the time evolution of
an open quantum system under the influence of non-Markovian interactions with a
general Gaussian environment. It was shown how the fine structure of the electron-
phonon coupling’s spectral density manifested as clear signatures of non-Markovianity
in the dynamics of the coupled cavity-defect system. As a part of this project, a new
methodology utilizing TEMPO to calculate the linear absorption spectrum of an open
quantum system was introduced. Using this new approach, it was shown that at larger
cavity coupling strengths the absorption spectrum shows clear signatures of hybridis-
ation between the light-matter polaritons and the phonon modes of the environment.
Future work will seek to extend the approach to directly calculate relevant coherence
properties such as the indistinguishability of the emitted photons.

The thesis has also extensively discussed dielectric screening in materials. General
aspects of dielectric screening in materials was discussed, and relevant methodology
such as the G0W0 approximation, the Random Phase Approximation and the Bethe-
Salpeter Equation (BSE) was introduced. Furthermore, the connection between the
dielectric screening and spectroscopic quantities such as EELS, absorption and the
refractive index was discussed. A new methodology to accurately calculate refractive
indices of solids was introduced in the form of the f-sum corrected BSE.

The understanding of dielectric screening was used to guide the search for new mate-
rials. Using a combination of high-throughput computational screening and accurate
many-body perturbation theory, Boron-Phosphide (BP) was computationally identi-
fied as an overlooked high-performance material for near-UV dielectric nano-photonics.
This was subsequently confirmed via a combination of near- and far-field optical charac-
terization on experimentally synthesized nano-particles. Apart from the identification
of BP, this work resulted in a database containing optical and electronic properties for
338 semiconductors. This database was subsequently used to examine indirect band
gap materials for photovoltaic applications. Because the calculation of the indirect ab-
sorption is computationally expensive, this group of semi-conductors have historically
been largely neglected in high-throughput computational screening studies. To over-
come this, a computationally efficient approximation for the indirect absorption was
presented. The resulting screening led to the identification of several new interesting
compounds. Most of these compounds are anion rich chalcogenides (TiS3, Ga2Te5)
and phosphides (PdP2, CdP4, MgP4, BaP4) containing homoelemental bonds. Future
work will seek to build on these discoveries with new uses of the existing data, as well
as extend the existing database. It is envisioned that this will result in a large database
of high quality first principles calculations for the binary materials which can serve as
a guide for future materials discovery efforts.
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The thesis further presented new results for the C2DB project. In particular, a
systematic evaluation of the Center and Boundary Protocol (CBP) as an approxi-
mate method for dynamical stability evaluation was performed. This showed that the
method shows high fidelity, validating its use in the C2DB project. It was also shown
how dynamically stable materials can be generated from unstable ones by iterative
application of the CBP. Finally, a machine learning approach to harness the extensive
amount of dynamical stability data already in the C2DB was presented. The model
was evaluated using the ROC curve, showing an excellent AUC of 0.9. In the end, two
modified versions of the C2DB stability workflow are presented. One uses the iterative
application of the CBP to identify stable material candidates from dynamically unsta-
ble seed materials. The second employs the machine learning model as a pre-screening
tool. It is discussed how the tradeoff between the speed up and the number of materials
lost due to being falsely labelled as unstable by the model is directly mapped out by
the ROC curve. This gives flexibility for the potential future deployment of the model
in the C2DB workflow.

Furthermore, the elementary electronic excitations of layered PtSe2 was unravelled
using both q-resolved EELS measurements and first principles calculations. The ma-
terial was shown to host both plasmonic- and excitonic excitations. Using the Bethe-
Salpeter Equation as the starting point, it was discussed how the Coulomb interaction
can be divided into a direct- and an exchange contribution. The former is responsible
for exciton formation, and the latter is responsible for plasmon formation. As a result
of the reduced screening, it was shown that the exchange contribution disappears in
the optical limit for 2D materials. This stands in clear contrast to the 3D case, and
results in the unique situation that plasmon formation is effectively turned off in 2D
materials for q → 0. It is envisioned that this unique feature of the electronic screening
in 2D materials could lead to new spectroscopic possibilities. This was illustrated by
tracking the q-evolution of the characteristic plasmon peaks in the EELS spectrum for
the monolayer using the mode decomposition of the dielectric function. The analysis
clearly showed that these excitations transform from interband peaks to plasmons as
q was increased.

Finally, the thesis presents results from a large collaboration seeking to use vdW
heterostructures as a source of energy tunable X-ray radiation under illumination of
electrons from a Transition Electron Microscope. Specifically, vdW heterostructures
are identified as potential sources of energy tunable X-ray, where the emission can be
tuned both via the incoming electron energy and the configuration of the heterostruc-
ture. This opens the door to highly tunable sources of X-ray with very small physical
footprints as compared to current technologies.
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losses, while describing the electronic states from first principles. Herein we develop such a

framework by combining density functional theory (DFT) with macroscopic quantum elec-

trodynamics, which we use to show Purcell enhancements reaching 107 for intersubband

transitions in few-layer transition metal dichalcogenides sandwiched between graphene and a

perfect conductor. The general validity of our methodology allows us to put several common

approximation paradigms to quantitative test, namely the dipole-approximation, the use of 1D

quantum well model wave functions, and the Fermi’s Golden rule. The analysis shows that the
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The development of van der Waals (vdW) heterostructures
composed of atomically thin 2D layers has opened new
opportunities for manipulating and enhancing light-matter

interactions at the nanoscale. The very tight confinement of the
electrons in these materials endows them with unique physical
properties that can be altered and controlled by varying the
number, type, and sequence of the atomic layers1,2. For example,
the experiment, which served as motivation for the current the-
oretical work, demonstrated thickness-tunable infrared emission
via intersubband transitions in vdW quantum wells (QWs)
comprised of few-layer transition metal dichalcogenide (TMD)
structures3. At the same time, vdW heterostructures can support
light-matter hybrid modes such as plasmon-, phonon-, and
exciton-polaritons4,5 with ultra-confined electromagnetic (EM)
fields in the direction normal to the 2D plane. The coupling
between such polaritonic light modes and electron systems in
nearby layers of the heterostructure provides an interesting ave-
nue for controlling the optical properties of the material or even
creating new types of quantum states—if sufficiently strong
coupling can be realized. However, the theoretical description
and, in particular, the practical computation, of such coupled
quantum light-matter systems present significant challenges that
call for new developments6–8.

To set the stage for the following discussions, we briefly outline
the most central notions and approximations relevant for the
description of light-matter interactions in nanoscale materials, see
Fig. 1. First, the light-matter interaction is often described within
the dipole approximation, which is valid whenever the EM field
can be assumed to be constant over the extent of the matter
system, or more precisely, the extent of the relevant electronic
wave functions. The dipole approximation works well in many

cases but becomes problematic for confined EM modes, such as
the plasmon polaritons considered in the present work9,10. In
such cases, the detailed shape of the wave function (and the light
field) must be taken into account when evaluating the light-
matter interaction. The question of how detailed the description
of the electron wave function must be remains largely unexplored,
and obviously depends on the specifics of the considered system
and the targeted accuracy. For the TMD/graphene hetero-
structures studied in this work, we find that the difference in the
spontaneous emission rates obtained with model wave functions
and full ab-initio wave functions, can differ by an order of
magnitude and show clear qualitative differences as well.

When cavities or plasmonic structures are used to select and
enhance distinct light modes, it is possible to reach the strong-
coupling regime where the pure light and matter states become
entangled. For this to happen, the light-matter coupling strength
must exceed the damping rate of the light mode; or equivalently,
the radiative lifetime of the matter state should be shorter than
the lifetime of the light mode, such that emission-reabsorption
processes can occur. We note in passing that the lifetime of the
light mode is determined by the optical losses occurring in the
relevant materials (see below). Under strong-coupling conditions
it is necessary to diagonalize the light-matter Hamiltonian, or
alternatively evolve the state dynamics, using non-perturbative
methods (in practice within a truncated Hilbert space)11–13.
However, in many cases of interest the coupling will be suffi-
ciently weak that first-order perturbation theory, i.e. Fermi’s
Golden rule, applies. The combination of the dipole approxima-
tion and Fermi’s Golden rule yields an electronic transition rate
given by the product of the dipole strength and the local photonic
density of states (DOS). In this case, owing to the equivalence of

Fig. 1 Schematic illustration of the key quantities (blue boxes) entering the description of light-matter interacting systems. For each quantity, the most
general/accurate level of the theory is shown at the top while commonly used approximations are shown below.
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the local photon DOS and the EM self-field of a point dipole, the
spontaneous emission can be perceived as a semi-classical effect
that depends on the electron wave functions only through the
effective dipole strength. On the other hand, when the EM field
varies on the scale of the electron wave function, the dipole-
approximation breaks down9, selection rules change7,10 and the
local semi-classical picture must be replaced by a full quantum
treatment that explicitly incorporates the nonlocal nature of light-
matter interactions.

The conventional approach to the quantization of the EM field
is based on an expansion into orthogonal modes. However, in the
presence of optical losses, i.e. when the conductivity of the EM
background medium is finite in the relevant frequency range, the
expansion into orthogonal modes is ill-defined and the quanti-
zation must be performed using alternative approaches such as
macroscopic quantum electrodynamics (MQED)14 or expansion
in quasi-normal modes15. Finally, it is often necessary to invoke
the optical response functions of the involved materials. This is
for example the case for the MQED formalism to be discussed
below. While spatially local, i.e. q-independent, response func-
tions are often employed, and indeed work well in extended
systems, this approximation becomes questionable in nanoscale
structures such as 2D materials16,17.

As will be shown, all of the common approximations used to
describe quantum light-matter systems (see Fig. 1) can be violated
in vdW QW devices. Consequently, these systems are ideal as
testbeds for the testing and development of theoretical methods
in this exciting field.

In recent years, there has been significant developments toward
a full ab-initio description of coupled light-matter systems based
on the fundamental Hamiltonian of non-relativistic QED, also
known as the Pauli–Fierz Hamiltonian18. In particular, the
quantum-electrodynamical density functional theory (QEDFT),
which is a density functional type reformulation of the
Pauli–Fierz Hamiltonian19, has been introduced as a general-
ization of time-dependent density functional theory (DFT) to
cases where the quantum nature of the light is important18,20.
The fundamental nature of the QEDFT formalism has, for
example, enabled studies of atomic emitters in cavities where the
back-action of the EM field leads to “dressing” of the electronic
states21,22. Although general, the QEDFT approach still has its
limitations. An important one for making quantitative predic-
tions of light-matter interactions in real materials, is the
assumption of a lossless23 or low-loss24 EM background medium.
Although this problem can in principle be alleviated by including
the lossy environment as part of the active matter system18 it is
unlikely that this would be practical for complex nano-optical

setups, such as those involving vdW-heterostructures1,6. We
further note that most applications of QEDFT have been
restricted to the dipole approximation, although steps towards a
more general description have recently been taken24,25. Finally,
most QEDFT studies have been restricted to finite systems, such
as atoms and small molecules, while the application to extended
systems has been limited.

In this paper, we introduce an approach based on the
Wigner–Weisskopf model to describe quantum light-matter
interactions in complex 2D material setups under quite general
conditions. Our methodology, combines MQED for quantizing
the optical modes of an arbitrary optical environment with the
single particle Kohn–Sham wave functions and energies from
DFT for the electrons. This combination enables a quantitative
description of the physics in a regime where quantized light
modes, confined to a length scale of the electron wave function,
interact strongly with the electrons while being subject to losses in
the EM background medium. We use the method to calculate the
radiative transition rates of a multilayer TMD QW sandwiched
between graphene and a metal surface, see Fig. 2a. By varying the
type of TMD material, the number of layers, and the graphene
doping level, we determine the maximal Purcell enhancement
achievable in such a setup to be 107, corresponding to intersub-
band transition rates of 4.5 THz with high efficiency of emission
into the propagating plasmons. For the thinnest 2-layer stacks we
observe somewhat lower Purcell factors of around 106, but higher
absolute rates approaching 30 THz. These radiative lifetimes are
at least an order of magnitude lower than the intrinsic
(electron–phonon limited) lifetimes of electrons and holes in
TMDs at low temperatures3,26,27. Consequently, the coupling to
the graphene plasmons should indeed be the dominant
mechanism governing the dynamics of the intersubband transi-
tions at low temperatures. We compare our DFT-MQED results
with common approximation schemes such as the dipole
approximation and the use of 1D QW wave function models. We
find quantitative differences in the obtained rates of up to an
order of magnitude. In particular, we find that the rates are highly
sensitive to the detailed spatial shape of the wave function,
emphasizing the need for a proper description of the electronic
states. Lastly, we explore cases where the first-order QED breaks
down and higher-order processes must be considered to obtain a
correct description of the Purcell effect.

Results
The MQED-DFT framework. The framework described in the
following section is motivated by the new regimes of light-matter
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Fig. 2 Combining DFT and MQED in van der Waals materials. a Illustration of a 2-layer TMD quantum well sandwiched between a perfect conductor and
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interactions that are now accessible in nano-materials such as
vdW heterostructures. Although the presented framework is
general, we shall focus on the case of 2D layered geometries and
apply the formalism to a TMD QW sandwiched between a
conductor and a graphene sheet, see Fig. 2a. Such hetero-
structures feature rapid emission from the QW into acoustic
graphene plasmons28–30 that require a beyond-dipole MQED
framework with ab-initio QW wave functions. We note that our
work is the first to combine MQED with DFT. Moreover, the use
of the Wigner–Weisskopf model enables us to analyze cases
within the strong-coupling regime. A similar use of the
Wigner–Weisskopf model can be found in24,31, which also go
beyond the Fermi’s golden rule. We present here the main steps
of our framework, while the details are described in Supple-
mentary note 1.

We represent the light-matter interaction Hamiltonian in the
Weyl gauge (which is defined by the requirement of a vanishing
scalar potential),

Ĥint ¼
e
m
Â � p̂� ie_

2m
∇ � Â ; ð1Þ

where e is the electron charge, m is the electron mass, and p̂
represents the electron momentum operator. In writing Eq. (1) we

neglected the diamagnetic Â
2

term. The justification of this
assumption and its implications are discussed in the “Limitations of
MQED-DFT” subsection below. The Weyl gauge is an incomplete
gauge and should therefore be accompanied by an additional
condition to completely fix the gauge to avoid unphysical
excitations arising in the quantization scheme32. We mention in

passing that this condition is met because ∇ � ð ϵ$AÞ ¼ 0 inside
of the anisotropic TMD layer, the justification of which is discussed
later. We further note that this means that in an isotropic
dielectric material, our gauge reduces to the normal Coulomb
gauge (∇ ⋅A= 0) common in quantum optics. In such cases, the
∇ � Â term disappears from Eq. (1), leaving only the Â � p̂ term.
The ∇ � Â term can thus be thought of as an anisotropic correction
and we have generally found it to be small relative to the
Â � p̂ term.

Within MQED in the Weyl gauge, the vector potential is
expressed as33–35,

ÂiðrÞ ¼
ffiffiffiffiffiffiffi
_

πϵ0

s Z
dω

ω

c2

Z
d3s G

$
ilðr; s;ωÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Im ϵðs;ωÞ

ph i
lj
f̂ jðs;ωÞ þ h:c: ;

ð2Þ
where ℏ is the reduced Planck’s constant, ϵ0 is the vacuum
permittivity, c is the speed of light, and the subscripts obey
Einstein’s summation convention. The quantization scheme
is build around the Langevin noise current annihilation and
creation operators, Ĵlðs;ωÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Im ϵðs;ωÞ

p� �
lj f̂ jðs;ωÞ (and similar

for Ĵ
y
), with ϵlj(s, ω) being the relative permittivity. The classical

Dyadic Green’s function (DGF),G
$
ðr; s;ωÞ, which satisfies

∇ ´∇ ´ � ω2

c2

� �
ϵ
$ðr;ωÞ

� �
G
$
ðr; s;ωÞ ¼ I

$
δðr� sÞ; ð3Þ

gives the electric field at position r generated by a point dipole of
frequency ω at position s in the presence of an EM background

medium with permitivity ϵ
$
. In our case, the EM background

permittivity is defined by the perfect conductor, the graphene
sheet, and the TMD without contributions from the subband
transitions (these define the active matter system, see below, and

should be excluded from ϵ
$
to avoid double counting). In general,

determining the DGF is a nontrivial task, which is often

accomplished using numerical methods36. However, in our case,
the layered geometry of the vdW-heterostructure and the
accompanying in-plane translation symmetry makes it possible
to obtain a closed analytical solution for the DGF (see the
Methods section).

The active matter system is defined by the electrons in the
valence subbands near the Γ-point of the TMD QW, see Fig. 2b.
We determine the electronic structure of the subbands of the
isolated TMD structure by means of DFT calculations. DFT
allows us to access the band structure and the single particle wave
functions of the subbands37, which in turn are used to evaluate
the coupling matrix elements of the light-matter interaction
Hamiltonian as described below. The details of the DFT
calculation are provided in the Methods section.

Due to the in-plane translational invariance of the system, the
electronic states of the subbands can be labeled by a subband
index and a wave vector. In the following we consider the process
where an electron from the upper subband (orange band in
Fig. 2b) recombines with a hole at the top of the lower subband
(blue) with the EM field initially in its ground state, i.e. a
spontaneous emission process. The rate of this transition can thus
be seen as the inverse lifetime of a hole in the lower subband due
to the coupling to the EM field. Denoting the ground state of the
TMD by jΨ0i, the initial state representing a hole at the top of the
lower subband (l) is written jii ¼ ĉl;0jΨ0i, while the final state
with a hole in the upper subband (u) at momentum q is given by
jf qi ¼ ĉu;qjΨ0i.

The time-dependent combined state of the QW and EM field
takes the form

ΨðtÞ
		 
 ¼ CiðtÞe�iωi t ij i � 0j i þ∑

q
∑
νq

Cf ;νqðtÞe�iðωνqþωf qÞt f q
			 E

� νq

			 E
;

ð4Þ
where jνqi labels a single photon state of the EM field, which due
to the in-plane translational invariance of the layered structure
considered in this work is described by a continuum of
energies and in-plane momenta. We note that with the form of
the many-body state in Eq. (4) we are limited to one-photon final
states and thus we neglect multi-photon processes. Using the
Wigner–Weisskopf approach, it can be shown that the time
evolution of the initial state coefficient satisfies the equation of
motion

_CiðtÞ ¼ �
Z t

0
dt0

Z
dω

Z
dqKðω; qÞe�iðω�ωif qÞðt�t0 ÞCiðt0Þ; ð5Þ

where ℏωifq= εfq− εi is the electronic transition energy and the
coupling kernel is given by

Kðω; qÞ ¼ � 1
4π2

e2

4m2
∑
νq

f q � νqjĤintji� 0
D E			 			2δðω� ωνqÞ: ð6Þ

The Wigner–Weisskopf approach defined by Eqs. (5) and (6)
describes the decay of the excited state into the EM environment
and includes all optical one-photon decoherence channels. We
note that via proper generalization other loss and decoherence
sources, such as electron–phonon coupling, not considered in the
current work, could in principle be accounted for by appropriate
generalization of the many-body state and the coupling kernel. To
account for pure dephasing a density matrix representation of the
state is required and the Hilbert space would have to be extended
to include the sets of states, fjii � jνqig and fjf qi � j0ig.

The kernel, K(ω, q), in Eq. (6) describes the coupling strength
between the electronic subband transitions and the optical
excitations with frequency ω and in-plane momentum q. To
properly account for the nonlocality of the graphene, we employ
the full nonlocal conductivity of the graphene38 as described in
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Methods. Importantly, we model the graphene via a nonlocal
surface conductivity, neglecting the thickness of the graphene
sheet. We note that treating the graphene as a 3D material with a
finite thickness (with a bulk conductivity instead of a surface
conductivity) should not affect the graphene plasmonic properties
and thus not affect the results. The graphene conductivity
depends strongly on the graphene Fermi level. The kernel
therefore has to be calculated independently for each value of the
graphene Fermi level. Exploiting the in-plane isotropy of the
subband band structures, in Fig. 3 we show a color map of the
coupling kernel integrated over the polar angle, qK(ω, q), for a 2-
layer WSe2 QW at three different values of the graphene Fermi
level, alongside the transition energies, ωifq, for the different
numbers of layers. The acoustic graphene plasmon and the
dissipative electron–hole (e–h) continuum are clearly visible.

From Eq. (6) it follows that the magnitude of the kernel at a
given (ω, q) depends on two factors: the spatial overlap of the
subband wave functions and the electric field of the optical mode
(the matrix element), and the number of available optical modes
at (ω, q) (the photonic DOS). The graphene plasmons affect the
kernel via large matrix elements originating from their strong EM
field. On the other hand, the e–h excitations in graphene
individually produce weak EM fields but due to their large
number they still can have a significant influence on the kernel,
especially at small frequencies compared to the Fermi level.

There are several aspects of the formalism worth highlighting.
First, we emphasize that the normal modes of the EM field, jνqi,
are used only symbolically in the above equations. In fact, as
mentioned previously, the normal modes are not well defined in
the presence of lossy media like the graphene sheet. Instead, one
has to resort to so-called quasi-normal mode formalisms, of
which MQED is one example, but others exist39. In practice, the
MQED formalism allows us to obtain the kernel in terms of the
DGF. Focusing on the dominant Â � p̂ term from the interaction
Hamiltonian for simplicity, it can be shown that (see Supple-
mentary note 1),

∑
νq

jhf q � νqjĤintji� 0ij2δðω� ωνqÞ ¼
ZZ

dr dr0 p�kðrÞIm G
$

klðr; r0;ωÞplðr0Þ;

ð7Þ
where we have defined the transition current plðrÞ ¼ ½ψ�

f qðrÞ
p̂lψiðrÞ�. By virtue of the DGF, an expansion in normal modes

becomes superfluous, and this resolves the problem of ill-
defined normal modes. However, the replacement of the normal
modes by the DGF is not only a technicality; it also leads to a
somewhat different picture of the quantum light-matter
interactions itself. The left hand side of Eq. (7) describes
coupling of electronic states ij i and jf qi via the manifold of
degenerate EM modes at frequency ω. In this picture, the EM
field driving the electronic transition is simply the field of the
EM vacuum, i.e., Âj0EMi. In particular, it is independent of the
state of the electrons. A quite different picture is suggested by

the right-hand side. Recalling that iG
$
ðr; r0;ωÞ is the electric field

at r created by a point current source at r0, we can interpret the
double integral as the EM self-energy of the current distribution
h f qjp̂ðr0Þjii (we must use the imaginary part of the DGF to
obtain the real part of the energy). We can further notice that
hf qjp̂ðr0Þjii is a measure of the quantum fluctuations of p̂ðrÞ in
the initial and final states (the matrix element vanishes if one of
the states is an eigenstate of p̂ðr0Þ). Therefore, in this picture, the
electronic transition is driven by an EM field whose source is the
current density of the transition itself.

Limitations of MQED-DFT. Although the presented framework is
quite general it still has its limitations. Most importantly, the fra-
mework is limited to the weak and strong coupling regimes, but not
suited for treating cases of ultra-strong coupling. The first reason is
that the framework is built around the Wigner–Weisskopf model
which means that we are restricted to a one-photon Hilbert space
and that we neglect the counter-rotating terms. Both of these
assumptions are expected to be violated in the ultra-strong coupling
regime40. Secondly, the fact that the wave functions and energies of
the active matter system (the TMD subbands in the present case) are
calculated independently of the vacuum fluctuations means that the
states of the system might be misrepresented in situations where
there is significant dressing of the electronic states by the vacuum
field. In such cases, one should resort to a fully self-consistent
method such as e.g., QEDFT. We stress, however, that such situa-
tions are only expected to arise in the case of ultra-strong coupling,
which is very difficult to reach without external pumping of the EM
field. Within the typical regimes of weak to strong coupling, in
particular this includes systems in equilibrium, i.e., non-driven
systems, we thus expect the MQED-DFT method to be valid and
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provide an efficient alternative to more full-fledged ab-initio
treatments.

To verify that the dressing of the subband states considered in
this work is indeed small, we calculated the Lamb-shifts of the
electronic energies and found that they never exceed 0.4% of the
transition energy, (see Supplementary note 5). We thus conclude
that the dressing of the electronic states by the EM vaccum field is
neglible, and that a non-self consistent treatment of the light-matter
interaction is justified for the systems studied in the present work.

Next we discuss the gauge fixing condition ∇ � ð ϵ$AÞ ¼ 0. This
condition is met since the MQED vector potential is defined in
the absence of the intersubband transition and we assume that no
other longitudinal sources exist inside of the TMD layer. The
condition also follows directly from the form of the DGF
presented in the methods section. This extra condition completely
fixes the gauge and leaves us with a generalized version of the
Coulomb gauge common in quantum optics. We note that the
assumption that no other longitudinal sources exist is justified
inside the TMD. At the TMD/graphene and TMD/conductor
interfaces this condition is violated and the field develops a
longitudinal component. However, the subband wave functions
are well confined within the TMD region and have only negligible
weights at the interfaces.

Next, we consider limitations arising from the chosen form of
the interaction Hamiltonian used in this work. As mentioned in
the above, in writing Eq. (1) we neglected the diamagnetic Â2

term. The diamagnetic current density, the Â2 term, has been
neglected since it only describes two-photon emission/absorption
and emission-reabsorption processes. The two-photon processes
are not captured by our one-photon Hilbert space and neglecting
them is consistent with the use of the Wigner–Weisskopf model.
The emission-reabsorption processes leads to an energy renor-
malization of the states similar to the Lamb shift. We have
calculated this shift using second-order perturbation theory for a
few of the considered structures and found it to be below 0.4% of
the undressed transition energies and thus negligible, see
Supplementary note 4 for details on the calculation. While we
believe that for the situation and method considered in this work
the values calculated above give a good indication of the
importance of the diamagnetic term, such an approach is only
valid in a perturbative or finite level approach such as the
restricted Hilbert space considered in this work41. More generally,
the Â2 term becomes dominant when reaching the ultra-strong
coupling regime40 and any attempt at treating this regime would
require an extension of the model to include the diamagnetic
term. We further note that in any self-consistent treatment of
both light and matter, e.g. QEDFT, the diamagnetic term is
essential to ensure the stability of the coupled system even at
weak coupling strengths41 and any such approach must therefore
naturally include the Â2 term.

Another limitation of our approach concerns the description of
the EM field distribution via the DGF, which is based on a
continuum model of the underlying materials, e.g. a (nonlocal)
sheet conductivity for graphene and infinitely sharp interfaces
between the materials. As a result, while the modes of the field
resolve the mesoscopic structure of the vdW-heterostructure, the
local fields due to the atomic structure are not included in the
modes of the EM field.

Finally, we note that the assumption of a perfectly conducting
metal substrate is an approximation. In practice, a finite
conductivity would allow the field to penetrate into the metal
and cause additional optical losses. While we expect these effects
to be small in the spectral region considered here29, they could be
significant in e.g., the optical regime and can be included in the

formalism at the price of a more elaborate (numerical rather than
analytical) determination of the DGF.

Decay rates from MQED-DFT. In this section, we use the
MQED-DFT framework to analyse the coupling of intersubband
transitions to propagating graphene plasmons in the vdW QW
devices depicted in Fig. 2. Throughout the discussion we shall
distinguish the radiative decay rate due to emission of propa-
gating plasmons from the total decay rate, which will also include
the incoherent coupling to the e–h continuum in the graphene.
The radiative rate is obtained by setting the coupling to the e–h
continuum to zero (i.e. setting K= 0 everywhere in the (q, ω)-
parameter space except in the region where the plasmon crosses
the subband transition, see Fig. 3). Although the electron is
emitting to different modes (for example different propagation
directions), the interaction is expressed in terms of a single decay
rate that incorporates all the emission channels.

In Fig. 4 we report the calculated radiative emission rates and
Purcell factors for QWs of MoS2, MoSe2, WS2, and WSe2 as a
function of the number of layers (N= 2, ..., 5) and the graphene
doping level (EF= 0.1–0.7 eV). In general, the four TMDs show
very similar behavior with the (small) differences mainly
originating from variations in the subband energy gaps. Figure 4a,
b shows the maximum radiative emission rate and corresponding
Purcell factor obtainable by tuning of EF. The decay rates range
from 2 to 28 THz, with the largest rates obtained for the thinnest
structures. The corresponding lifetimes are at least an order of
magnitude shorter than the intrinsic (electron–phonon limited)
lifetimes of electrons and holes in TMDs at low
temperatures3,26,27. Consequently, the coupling to the graphene
plasmons should indeed be the dominant mechanism governing
the dynamics of the intersubband transitions, at least in the low
temperatures regime. The higher rates obtained for thinner
structures is somewhat counter-intuitive as the thinner structures
have smaller transition dipole moments. However, this effect is
dwarfed by the larger number of plasmons available at higher
energies (the 2D acoustic plasmon DOS scales as ~ω) where we
find the transition energies of the thinner structures, see Fig. 3.
Another way to think of this is that the plasmon is more confined
at the larger transition frequencies of the thinner structures
leading to stronger field enhancement29.

While the absolute decay rates decrease with the number of
layers, N, the Purcell factors show the opposite trend. This goes
against the common Q/V-scaling rule for the Purcell enhance-
ment and can be explained as follows: The (vertical) intersubband
transition energy scales as ωif(N) ~ 1/N2. Within the point dipole
approximation, the Purcell factor is essentially a measure of how
much the photon DOS at the position of the emitter is enhanced
relative to the free space value. While the 2D acoustic plasmon
DOS scales as ~ω, the free space DOS scales as ω2. This means
that even though the plasmonic DOS increases with energy, its
magnitude relative to free space DOS actually decreases with
energy. This argument therefore explains why the Purcell
enhancement decreases with decreasing thickness. Going beyond
the dipole approximation, another argument for the increase in
Purcell factor with N, is the change in the matrix element due to
the spatial variation of the plasmon along the QW. As we will
show in Fig. 5, variations from the dipole approximation do occur
in the thicker structures. However, since the deviations from the
dipole approximation are relatively small, we deduce that the
dominant effect leading to the larger Purcell factor in the thicker
structures is the relatively larger plasmonic DOS at the
intersubband transition energy as compared to its photonic
counterpart.
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As can be seen from Fig. 4c–f, the rates show a strong
dependence on the graphene doping level. This behavior is not
surprising as the magnitude and dispersion of the plasmon EM
field increases with the density of free carriers. This explains the
initial rise of Γrad with EF (except for the two-layer wells to which
we return below). After the initial growth, the rates level-off and

even decrease as EF is raised further. This happens because the
dispersion curve of the graphene plasmon steepens as EF is
increased. This steepening of the plasmon dispersion at larger EF
results in a smaller transition momentum and thus smaller
confinement of the plasmonic mode, leading to a reduction of the
plasmonic DOS at the intersubband transition energy (blue circles
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in Fig. 3). Within the range of EF considered, the larger transition
energies of the 2-layer stacks implies that the reduction of the
plasmonic DOS due to the aforementioned dispersion steepening
does not affect these thinnest structures, which explains why we
do not observe a drop in the radiative rate for these systems.

Finally, we consider the radiative efficiency, η= Γrad/Γtot,
evaluated for the graphene Fermi level giving the maximum
Purcell enhancement, see in Fig. 4g. The efficiencies range from
0.5 to 0.9 with the highest values attained for the thinner
structures when the Fermi level is chosen to maximize the
radiative emission rate. This trend can again be traced to the
higher subband transition energies in the thinner structures,
which implies that the dispersion curve ωif(q) avoids the e–h
continuum, see Fig. 3. We note that since the metallic substrate is
modeled as a perfect conductor there might be some additional
losses arising from a real metallic substrate. However, we expect
that these will be small in the infra-red region29 and indeed we
have found the corrections from a real model of the metal to be
small relative to the rates found here. Therefore, to sum up this
chapter, using our formalism we can deduce that the most
effective and the fastest light-emitting TMD device should be
formed by only a 2-layer TMD.

Assessment of common approximations. Having discussed the
main results of the full MQED-DFT calculations, we now turn to
a detailed analysis of the role played by the different elements of
the method and a critical assessment of commonly used
approximations. In this chapter we will focus on Fermi’s golden
rule, the dipole approximation, and the possible choices for
modeling the electronic wave functions when going beyond the
dipole approximation. The discussion will be centered around
Fig. 5, which shows a comparison of the total emission rate cal-
culated with various approximations for a 5-layer (a) and 2-layer
(b) WSe2 QW.

First-order perturbation theory. We first consider the applicability
of first-order perturbation theory, i.e. Fermi’s Golden rule, for
calculating emission rates. In terms of the coupling kernel, the
expression for the spontaneous emission rate takes the form

Γ ¼ 2π
Z 2π

0
dθ

Z qhzðθÞ

0
dq q Kðωifq; qÞ; ð8Þ

which follows by making the Markov approximation in Eq. (5). In
the momentum integral, the q= 0 limit corresponds to a vertical
transition in the band structure while the limit q= qhz denotes
the wave vector at which the transition becomes horizontal. The
argument of the kernel expresses the conservation of energy and
in-plane momentum in all transitions. Consequently, within the
1st order picture, the emission rate is thus assumed to be the sum
of the kernel values along the arc (q, ωifq) (dashed white curves in
Fig. 3).

The blue curve in Fig. 5a shows the reference result of the full
MQED-DFT method while the orange curve shows the 1st order
result from Eq. (8). As expected, the 1st order approximation
works well for low EF where the plasmon is weak and the density
of e–h pairs is low. As EF is raised, the light-matter coupling
becomes stronger, and beyond a certain threshold, marked by the
vertical dashed black line, there is a clear deviation from the full-
coupling reference curve. In this case, the back-action of the all
the emitted light modes on the TMD electron actually prohibits a
faster emission and as a result the 1st order perturbation theory
overestimates the rate. The un-perturbed decay rate is found from
the exponential decay fit of the excited state probability decay
trend (See Supplementary Figs. 4 and 5). The breakdown of the
1st order perturbation theory occurs as a result of the coupling to

low-energy horizontal e–h transitions across the graphene Fermi
circle. Thus Fermi’s golden rule is expected to fail when the
horizontal QW transitions fall inside the e–h continuum, that is
when 2kF > qhz. For the 5-layer QW in Fig. 5a this criterion occurs
at approximately EF= 0.4 eV, while for the 2-layer structure in
Fig. 5b it occurs outside the plotted scale.

Dipole approximations. The next approximation we investigate is
the local dipole approximation. Within the dipole approximation,
the graphene assisted EM vacuum field driving the emission
process is assumed to vary little over the extent of the intersub-
band wave functions, and Eq. (7) reduces to

Kðω; qÞ � p̂yif q � ImG
$
ðr0; r0;ωÞ � p̂if q; ð9Þ

where r0 is a point in the center of the QW and p̂if q ¼ hf qjp̂jii is
the dipole matrix element evaluated from the DFT wave func-
tions. Equation (9) is the well known and widely used formula for
spontaneous dipole emission35. Below we test this strictly local
approximation against the fully nonlocal expression Eq. (7). We
consider two different types of dipole approximations, namely the
conventional point-dipole approximation and a sheet-dipole
approximation. To model a point-dipole emitter we neglect the
q-dependence of the dipole matrix elements and transition fre-
quencies and replace them on the right-hand-side of Eq. (9) by
their values at the vertical (q= 0) transition. Unlike the point-
dipole approximation, the sheet-dipole approximation takes the
full q-dependence of both dipole matrix elements (that is the QW
wave functions) and transition frequencies into account, yet still
evaluates the DGF at a single space point r0 in the center of the
QW (See Supplementary S1 for more details). Thus, the sheet-
dipole approximation becomes exact for EM fields with q-
dependent energy dispersion and spatial variation along the in-
plane direction but not in the normal direction.

The total decay rates obtained using the two dipole
approximations are shown in Fig. 5 by the purple (point-dipole)
and red (sheet-dipole) curves, respectively. Focusing on the 5-
layer structure, we observe that both dipole approximations work
well for small EF. In this regime, the decay is dominated by the
coupling to the plasmons whose electric field is long range and
varies little over the extent of the QW, thus fulfilling the
assumption of the dipole approximation. However, for larger
values of EF, the point-dipole approximation deviates from the
full-coupling reference and underestimates the emission rate
significantly. This difference arises mainly due to the neglect of
the q-dispersion of the transition energies, which implies that the
coupling to the low-energy e–h pairs is missed. Indeed, we obtain
very similar results by setting ω if (q)= ωif (0) in the full MQED
calculation (green curve). However, while the sheet dipole
approximation indeed represents an improvement upon the
point dipole approximation, it still falls short of the full MQED
treatment. The q-dispersion of the transition energies alone is
thus not enough to explain the shortcoming of the local
treatment. Specifically, the coupling to the large q excitations in
the e–h continuum of graphene is also underestimated in the
sheet dipole approximation, due to the rapid spatial variation of
their associated electric fields across the QW width, see Fig. 6d. In
conclusion, any accurate description must therefore simulta-
neously account for the q-dispersion of the transition energies
and describe the light-matter interaction beyond the dipole
approximation. We note that both the neglect of q-dispersion and
the dipole approximation have little influence on the rate
obtained for the 2-layer QW, because the transition energy is
much higher and the emission is dominated by the plasmon, see
Fig. 3.
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Electronic wave functions. The final approximation that we
investigate concerns the QW wave functions. As will be shown,
different reasonable wave function choices can affect the rate by
an order of magnitude. In Fig. 6a, b, we compare the total rates
obtained using the full MQED framework with the full 3D DFT
wave function (blue) to the results obtained using model wave
functions of the form, ψðrÞ ¼ χðzÞeik�rk , where χ(z) is either the in-
plane averaged DFT wave function (orange) or a “particle in a
box” approximation (green). To understand the role of the wave
function, it is instructive to consider the explicit form of the light-
matter coupling valid for our 2D geometry,

Kðq;ωÞ � Cðq;ωÞ ´
Z
u:c:

drk

Z
dzuf qðrÞcosh

ffiffiffiffiffi
ϵk
ϵ?

r
qz

� �
∂zuiðrÞ

				
				
2

:

ð10Þ
In this expression u denotes the (in-plane) periodic part of the
QW wave functions and C(q, ω) is independent of the wave
functions (it contains the density and field strength of the gra-
phene assisted EM vacuum modes, see the Supplementary
note 1).

The different wave function approximations produce two types
of errors. The first type of error is a simple error in the effective
dipole. This error occurs when the q of all of the relevant
excitations fulfill the condition q≪ 1/d (d is the QW width) such
that the field is approximately constant over the width of the QW.
This condition is fulfilled for the 2-layer well in Fig. 6a. In this
case, the different wave functions produce different effective
dipoles but with no qualitative effect on the rate as function of EF.
As shown in the Supplementary note 2, the three curves in Fig. 6a
are to a very good approximation related by a simple rescaling by
the square of their respective transition dipole moments.

The second type or error occurs when the wave functions are
coupling to large q excitations. In this case, the coupling becomes
sensitive to the spatial shape of the wave functions. This is for
example the case for the 5-layer structure, where the rate from the
particle-in-a-box wave function deviates qualitatively from the
DFT results for higher values of EF. This can be clearly seen if
we compare the rates calculated using the full 3D DFT wave
functions to the rates calculated using the particle in a box states
rescaled by the ratio of the effective dipole moments, blue and
dashed red lines in Fig. 6a respectively. Specifically, the qualitative
deviation happens when 2kF becomes comparable to qhz, as

indicated by the vertical dashed line. At this point, strong
quenching due to the coupling of the horizontal transition to the
low-energy e–h pairs becomes possible. Importantly, however, the
strong quenching is not observed for the DFT wave functions
because they are localized further inside the TMD structure
(further away from the interface with the graphene) as compared
to the standing waves, and therefore their overlap with the
vacuum field associated with the 2kF e–h pairs is significantly
suppressed, see Fig. 6c.

Discussion
In this paper, we have combined MQED with DFT to obtain a
computationally efficient framework for quantitatively describing
quantum light-matter interactions in solid-state systems. The
active quantum matter is represented by its DFT band structure
and wave functions while the EM background media are descri-
bed by their appropriate macroscopic linear response functions,
which can be spatially nonlocal and dissipative. While the
Kohn–Sham energies and wave functions from DFT are expected
to provide a good approximation to the true subband states, it
should be mentioned that they are subject to the limitations of the
specific exchange-correlation functional employed and the
Kohn–Sham scheme in general. In the future it would thus be
interesting to explore how the use of other wave function
schemes, for example hybrid functionals or GW self-energies,
would affect emission rates and other quantum light-matter
properties. The approach taken in the present work is in many
ways complementary to the QEDFT formalism. While being less
fundamental in nature than the QEDFT, our method avoids
many of the approximations commonly made in the description
of coupled light-matter systems, c.f. Fig. 1, while it remains
applicable to relatively large/complex systems. Instead of taking
the ab-initio route directly, we take advantage of the fact that the
quantization of the light degrees of freedom in interacting,
potentially lossy light-matter systems can be achieved within the
MQED formalism14,33. A powerful feature of the MQED fra-
mework is that it treats all light modes on an equal footing.
Specifically, it achieves the simultaneous quantization of lossy—as
well as undamped propagating modes. While the coupling to
propagating modes is almost always the main objective, in
practice the optical losses are often the performance-limiting
factor. Since losses are present and often of significant practical
importance in real materials, they are essential to include in a
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quantitative theory. Even within the MQED formalism, and
similar quantization schemes of lossy quasi-normal modes15, the
light-matter interaction is usually described through the dipole
approximation, i.e. the relevant electronic transition matrix ele-
ments are replaced by point dipole emitters14. However, the vdW
heterostructures studied in the present work, comprise a clear
example where the dipole approximation breaks down when
emitting lossy optical modes. Furthermore, as shown in this work,
the quantum description is essential to capture the deviations
from first-order perturbation theory, which we observe when the
carrier concentration in the plasmon-carrying graphene sheet
becomes sufficiently high.

We have applied the combination of MQED and DFT to study
the coupling of intersubband transitions in atomically thin TMD
QWs to the optical modes of a doped graphene sheet. Our cal-
culations predict radiative lifetimes below 1 ps and Purcell factors
approaching 107. Importantly, these lifetimes are an order of
magnitude shorter than the intrinsic low temperature phonon-
limited carrier lifetimes in TMDs and thus the spontaneous
emission of graphene plasmons from intersubband transitions
should indeed be efficient and observable. We note that Purcell
factors as high as the ones reported here are unusual for extended
2D structures, and were previously only reported for geometries
confined in all three dimensions42–44. In contrast to the case of
3D confined cavities where the enhanced emission is due to the
coupling to a distinct EM cavity mode, the strong enhancement of
the 2D subband transitions considered here is enabled by the
significant spatial overlap of the subband wave functions with the
highly confined acoustic graphene plasmons.

Although the calculated Purcell factors are indeed very high,
they are at least two orders of magnitude smaller than the con-
ventional Q/V enhancement rule highlighting the limitations of
the latter. The deviations from the Q/V rule are in part connected
to the failure of both the first-order perturbation theory, and the
dipole approximation in the examined structures. Our formalism
allowed us to benchmark these approximations, which fail in our
structure when coupling to high-momentum lossy e–h pair
excitations in the graphene that increase the total coupling and
produce a significant field variation across the TMD QW. Other
common approximations, such as simpler wave function models
can lead to decay rates differing by more than a factor of 10
depending on the details of the model. Apart from the difference
in dipole moments, the finer details in the spatial shape of the
wave function can affect the coupling to the high-q lossy modes in
graphene resulting in a wrong qualitative behavior of e.g. the rate
versus graphene doping level.

The developed MQED-DFT method is computationally com-
pact, methodologically simple, and is not limited to a specific
system geometry or material type. In addition, the MQED
quantization scheme can deal with situations where the emitter is
interacting with lossy media, e.g. plasmonic metal structures,
doped semiconductors, or insulators with polar phonons, which
can be included in macroscopic optical parameters of the EM
background media. On the other hand, the non-self consistent
treatment of the light-matter interaction limits the method to the
weak to strong coupling regimes where the dressing of the elec-
tronic states by the EM field can be neglected. In the ultra-strong
coupling regime, the EM field dresses the electronic states, and
one must resort to fully self-consistent treatments such as
QEDFT. Alternatively, our current theory could be extended
using the Power–Zienau–Woolley gauge that overcome several of
our approximations when using an electronic multi-polar term45.
However, in the most typical cases of weak-strong coupling, the
method developed here provides an efficient and practical alter-
native to methods like QEDFT, which is applicable to realistic
setups in quantum nano-photonics.

Methods
DFT calculations. The wave functions of the TMD stacks used to evaluate the
light-matter coupling kernel Eq. (5) were obtained from DFT employing the PBE
exchange-correlation (xc) functional46 and a plane wave cut-off of 800 eV. To
resolve the subband structure a Γ-point centered 60 × 60 k-point grid was
employed. To avoid spurious interaction between periodically repeated supercells, a
20Å vacuum was included perpendicular to the TMD stack. The relaxed atomic
structures of the four TMD monolayers were obtained from the C2DB database47.
Next, N-copies of the monolayer were stacked in the 2H-configuration and the
interlayer distance was relaxed using the C09-vdW xc-functional48 while keeping
the intralayer structure fixed. All calculations were performed with the GPAW
code49. The graphene sheet and the perfect mirror were both placed at a distance of
(dGra+ dTMD)/2 from the outer most atomic layer of the TMD stack, with dGra and
dTMD being the interlayer distances in graphene and the TMD respectively.

1D wave function approximations. In addition to the full 3D DFT generated wave
functions, this work considers two different wave function approximations: Particle
in a box states, and the in-plane average of the DFT states. The particle in a box
states are given as,

ϕnðrÞ ¼ 2
d

� �1=2
sin nπz

d

� �
; ð11Þ

where n is the subband index and d is the width of the TMD layer. The 1D DFT
states are found when approximating ϕn(r) with the in-plane average of the full 3D
wave functions.

The Dyadic Green’s function. In this section we will find the Dyadic Green’s

function(DGF) for the structure discussed in the main text. The DGF, G
$
ðr; r0;ωÞ,

provides a general description of the EM environment of a structure, and it plays a
fundamental role in determining the interaction between matter and the modes of

the EM field. G
$
ðr; r0;ωÞ is defined as propagating a current density, jðr0;ωÞ, at a

source points r0 , onto the corresponding electric field at point r according to:

EðrÞ ¼ iωμ0μðrÞ
Z
V
G
$

r; r0ð Þjðr0ÞdV 0 ð12Þ

This translates into the DGF itself being defined as the electric field E at point r,
generated by a radiating dipole, p, located at the source point r0. Therefore, the field

from the radiating dipole can be expressed as, Eðr;ωÞ ¼ ω2μ0μG
$
ðr; r0;ωÞ � p35.

Specifying to non-magnetic materials, μ= 1, the equation of motion for the DGF is
the Helmholtz equation with a point source term:

∇ ´∇ ´ � ω2

c2

� �
ϵ
$ðr;ωÞ

� �
G
$
ðr; r0;ωÞ ¼ δðr� r0Þ ð13Þ

where ω is the angular frequency and c is the speed of light. In this work, we

consider the electric permittivity tensor, ϵ
$ ¼ diag ϵk; ϵk; ϵ?

� �
to account for ani-

sotropic dielectric properties of the TMD stacks.
Because of the layered nature of the geometry, the in-plane translational

invariance of the system enables the DGF to be expressed as a mode expansion over
the in-plane momentum, q= (qx, qy) in the following way35,50,51:

G
$
ðr; r0;ωÞ ¼

Z
dqeiq�ðρ�ρ0 Þ ½N

$
ðq; z; z0Þ þM

$
ðq; z; z0ÞÞ� ð14Þ

where N
$
ðq; z; z0Þ and M

$
ðq; z; z0Þ describes the spectral response of the TE and TM

polarizations respectively. However, since the cavity plasmon mode is TM
polarized, we retain only the TM polarized part of the DGF.

To further derive the explicit form of the Green’s function in the multilayered

structure, we use express M
$
ðq; z; z0Þ with the reflection coefficients from each side

of the TMD50,51. It can be shown that the components of the TM response are

Im Mq̂q̂ðq; z; z0Þ
h i

¼ kzc
2

4π2ω2ϵk
sinhðkzzÞsinhðkzz0ÞIm

rg e
�2kzd � 1

rg e�2kzd þ 1

" #
ð15Þ

Im Mẑq̂ðq; z; z0Þ
h i

¼ iqc2

4π2ω2ϵ?
coshðkzzÞsinhðkzz0ÞIm

rg e
�2kzd � 1

rg e�2kzd þ 1

" #
ð16Þ

Im Mq̂ẑðq; z; z0Þ
h i

¼ �iqc2

4π2ω2ϵ?
sinhðkzzÞcoshðkzz0ÞIm

rg e
�2kzd � 1

rg e�2kzd þ 1

" #
ð17Þ

Im Mẑẑðq; z; z0Þ
� � ¼ q2c2ϵk

4π2ω2kzϵ
2
?
coshðkzzÞcoshðkzz0ÞIm

rg e
�2kzd � 1

rg e�2kzd þ 1

" #
ð18Þ

where kz ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ϵk
ϵ?
q2 � ϵk

ω2

c2

q
is the wave vector in the out of plane direction, and q̂ is an

in plane spatial unit vector pointing in the direction of q. In addition, we have assumed
perfect reflection from the TMD to the metal and used the quasistatic reflection

coefficient rg ¼
ffiffiffiffiffiffiffi
ϵkϵ?

p �1�iqσs ðq;ωÞϵ0ωffiffiffiffiffiffiffi
ϵkϵ?

p þ1þiqσs ðq;ωÞϵ0ω

as the TMD to Graphene reflection coefficient (see
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Supplementary note 3 for derivation) with σs(q,ω) as the nonlocal graphene surface
conductivity which includes plasmonic losses and Landau damping38. We note that the
Green’s function expressions can be derived directly from the electric fields from a
dipole oriented in the q̂ and ẑ directions. Finally, for our further calculations we will also

use the identity, Im½G
$

r; r0;ωð Þ� ¼ R
dqeiq�ðρ�ρ0 ÞIm½M

$
ðq; z; z0ÞÞ�, which describes the

entire TM optical response that the TMD experiences, whether we want to consider the
TMD emitter as local, nonlocal or even a dipole emitter.

Background permittivity
TMD permitivity. The permitivities of the TMD’s were calculated both in-plane
and out-of-plane using the GPAW code49 and they are consistent with the values
found in the literature52. The permittivities are chosen not to include the inter-
subband transitions as to avoid double counting and are thus frequency inde-
pendent. The values used are shown in Table 1.

Nonlocal graphene conductivity. In order for the light-matter interactions to take
into account all possible optical excitations in the graphene, including the high-
momentum e–h continuum, there is a necessity for a nonlocal graphene con-
ductivity as opposed to a simple Drude model. This approach include any possible
optical response in the graphene, within the random phase approximation. In this
chapter, we will explain how to retrieve the nonlocal graphene surface condictivity
in a similar manner as found in Peres and Goncalves38. We note that treating the
graphene as a 3D material with a finite thickness (with a bulk conductivity instead
of a surface conductivity) should not affect the graphene plasmonic properties.
First, the graphene conductivity, σ(q, ω), is defined in the following way:

σðq;ωÞ ¼ 4iσ0_ω
q2

χt
q
kF

;
_ω

EF

� �
ð19Þ

with σ0 ¼ e2
4_, and χt being the susceptibility of normalized variables, defined as:

χtðx; yÞ ¼
1þ i Γ

yEF

 �
χg ðx; y þ i Γ

EF
Þ

1þ i Γ
yEF

χg ðx; y þ i Γ
EF
Þ=χg ðx; 0Þ

ð20Þ

with Γ as the graphene dampening parameter. This work uses the value of Γ to
be 16 meV which is consistent with choice by Dias et al.53. Finally χg(x, y) is
defined according to the regions in Fig. 7, that describe the regions of differ-
ent optical responses in the graphene. For more readable expressions, we

define the following auxiliary functions, FðξÞ ¼ ξ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
ξ2 � 1

p
� arc cos hðξÞ, and,

CðξÞ ¼ x
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ξ2

p
� arc cosðξÞ. Furthermore, x= q/kF is the normalized momen-

tum and y= ℏω/EF is the normalized energy.
The different regions of the responses are:

Region 1A. Region 1A is defined as the part of the (q, ω) plane where x >Re½y� and
Re½y� þ x < 2. In this region the graphene electrons stay in the same band while
changing largely their momentum. The expression for the nonlocal susceptibility is:

χ1Ag ðx; yÞ ¼ �2
π

kF
_vF

þ i
kF
_vF

x2

4π
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � y2

p F
2� y
x

� �
� F

2þ y
x

� �� �
ð21Þ

Region 2A. Region 2A is defined by x � Re½y�< 2, x >Re½y� and x þ Re½y�> 2. In
this region the graphene electrons change their band while also changing largely
their momentum. The expression for the susceptibility is:

χ2Ag ðx; yÞ ¼ �2
π

kF
_vF

� kF
_vF

x2

4π
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � y2

p C
y � 2
x

� �

� i
kF
_vF

x2

4π
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � y2

p F
2þ y
x

� � ð22Þ

Region 3A. Region 3A is defined by x � 2>Re½y�. In this region there is no direct
transition for the graphene and thus the optical response is weak. The expression
for the susceptibility is:

χ3Ag ðx; yÞ ¼ �2
π

kF
_vF

þ kF
_vF

x2

4π
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � y2

p C
2þ y
x

� �
� C

y � 2
x

� �� �
ð23Þ

Region 1B. Region 1B is defined by Re½y�> x and Re½y� þ x < 2. This region enables
the propagating graphene plasmons while inhibiting other e–h excitations. The
expression for the susceptibility is:

χ1Bg ðx; yÞ ¼ �2
π

kF
_vF

þ kF
_vF

x2

4π
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y2 � x2

p F
2þ y
x

� �
� F

2� y
x

� �� �
ð24Þ

Region 2B. Region 2B is defined by Re½y�> x, Re½y� þ x > 2 and Re½y� � x < 2. This
region also enables the propagating graphene plasmons but includes other e–h
excitations. The expression for the susceptibility is:

χ2Bg ðx; yÞ ¼ �2
π

kF
_vF

þ kF
_vF

x2

4π
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y2 � x2

p F
2þ y
x

� �

þ kF
_vF

x2

4π
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y2 � x2

p C
2� y
x

� � ð25Þ

Region 3B. Region 3B is defined as Re½y� � x>2 and it captures all of the high
energy interband transitions. The expression for the susceptibility is:

χ3Bg ðx; yÞ ¼ �2
π

kF
_vF

þ kF
_vF

x2

4π
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y2 � x2

p F
2þ y
x

� �
� F

2� y
x

� �� �

� i
kF
_vF

x2

4
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y2 � x2

p ð26Þ

Data availability
The data that support the plots and findings of this paper are available from M.K.S.
(markas@dtu.dk) upon reasonable request.
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resonances have been realized at visible 
and infrared wavelengths thanks to the 
mature lithographic processing of suitable 
materials,[4] such as silicon (Si),[5] gallium 
phosphide (GaP),[6] and titanium dioxide 
(TiO2).[7] It would be desirable to extend the 
operation of these materials to the ultra-
violet, but their small direct band gap ener-
gies (≲3  eV) lead to significant absorption 
losses in the ultraviolet. Wide band gap 
materials, such as niobium pentoxide[8] 
and hafnium oxide,[9] offer transparency in 
the ultraviolet but at the cost of a moderate 
refractive index (n ≈ 2.1−2.3). Diamond has 
been theoretically suggested as a potential 
material,[10,11] but comes with significant 
nanofabrication challenges.[12] The scarcity 
of available high-index materials with wide 
band gap energies calls for the identification 
of new materials which can advance the 
rich optical properties of Mie resonances 
observed in the visible to the ultraviolet.

Concurrent advances in first-principles methodology and 
computing power have recently made it possible to design and 
discover new materials via high-throughput computations.[13–17] 
The approach has been successfully applied in several domains, 
including photovoltaics, transparent conductors, and photoca-
talysis.[18–20] However, to the best of our knowledge, computa-
tional discovery of new high-index materials remains largely 
unexplored. Relevant previous work in this direction has been 
limited to the static response regime[21,22] reflecting the fact that 
the major materials databases so far has focused on ground 
state properties.

Here we use high-throughput linear response density func-
tional theory (DFT) to screen an initial set of 2743 elementary 
and binary materials with the aim to identify isotropic high-
index, low loss, and broad band optical materials. For the 
most promising materials, the computed frequency-dependent 
complex refractive indices are used as input for Mie scattering 
calculations to evaluate their optical performance. In addition 
to the already known high-index materials we identify several 
new compounds. In particular, boron phosphide (BP) offers a 
refractive index above three with very low absorption losses in 
a spectral range spanning from the infrared to the ultraviolet. 
We then prepare BP nanoparticles and show, by means of dark-
field optical measurements and electron energy-loss spectros-
copy, that they support size-dependent Mie resonances in the 
visible and ultraviolet. Finally, we demonstrate a laser reshaping 

Controlling ultraviolet light at the nanoscale using optical Mie resonances 
holds great promise for a diverse set of applications, such as lithography, 
sterilization, and biospectroscopy. Access to the ultraviolet requires materials 
with a high refractive index and wide band gap energy. Here, the authors sys-
tematically search for such materials by computing the frequency-dependent 
optical permittivity of 338 binary semiconductors and insulators from first 
principles, and evaluate their scattering properties using Mie theory. This 
analysis reveals several interesting candidate materials among which boron 
phosphide (BP) appears most promising. Then BP nanoparticles are pre-
pared and it is demonstrated that they support Mie resonances at visible 
and ultraviolet wavelengths using both far-field optical measurements and 
near-field electron energy-loss spectroscopy. A laser reshaping method is also 
presented to realize spherical Mie-resonant BP nanoparticles. With a refrac-
tive index over three and low absorption losses in a broad spectral range 
spanning from the infrared to the near ultraviolet, BP is an appealing material 
for a broad range of applications in dielectric nanophotonics.
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1. Introduction

Achieving control over ultraviolet light with nanoscale materials 
is essential for improving surface-enhanced spectroscopies of 
biological molecules and enabling new ultraviolet optical com-
ponents.[1] Geometric Mie resonances supported by resonant 
nanoantennas made from materials that combine a high refrac-
tive index with low absorption losses offer efficient and tunable 
manipulation of the near- and far-field of optical waves.[2,3] Mie 

© 2022 The Authors. Advanced Optical Materials published by  Wiley-VCH 
GmbH. This is an open access article under the terms of the Creative 
 Commons Attribution License, which permits use, distribution and 
 reproduction in any medium, provided the original work is properly cited.
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method to realize spherical BP nanoparticles, which host mul-
tiple Mie resonances in agreement with full-field optical sim-
ulations. Our experimental measurements demonstrate the 
potential of high-index BP across a broad spectral range as well 
as validate the refractive index obtained from DFT calculations. 
Besides the discovery of BP, we believe that our high-
throughput screening provide an overview of existing materials 
as well as a pathway for realizing new high-index materials.

2. Results

2.1. High-Throughput Screening

Our high-throughput screening procedure is illustrated in 
Figure  1a. We build the workflow using the Python-based 
Atomic Simulation Recipes[23] framework and the MyQueue 
scheduling software[24] (see detailed workflow in Note  S1 and 
Figure  S1, Supporting Information). Starting from 2743 ther-
modynamically stable elementary and binary materials from 
the Open Quantum Materials Database[15] we extract the 1693 
materials with up to ten atoms in the unit cell and relax the 
atomic structure using DFT with the Perdew–Burke–Ernzerhof 
(PBE) exchange correlation functional[25] and the D3 correction 
to account for the van der Waals forces.[26] We perform DFT 
ground state calculations for all of the materials to determine 
their electronic band gaps. After discarding the metals, we are 
left with 338 semiconductors for which we calculate the optical 
dielectric function, ϵ(ω), within the random phase approxima-
tion (RPA) and extract the refractive index and extinction coef-
ficient as n ω ε ω=( ) Re{ ( )} and k ω ε ω=( ) Im{ ( )}, respectively. 
All calculations are performed with the GPAW electronic struc-
ture code.[27,28]

Next, we classify the materials according to the anisotropy 
of their refractive index tensor using a cut-off of 0.05 for the 
fractional anisotropy (see Figure S2, Supporting Information ). 
This leaves us with 207 isotropic material candidates, for which 
we show the static refractive index as a function of the direct 
band gap in Figure 1b. In the Supporting Information, we pro-
vide refractive indices and band gap energies for all of the 207 
material candidates. The data points qualitatively follow the 
Moss formula[29] (dashed line in Figure 1b); however, there are 
significant deviations from the general trend, which we ascribe 
to variations in oscillator strength and density of the transi-
tions across the direct gap. It is well known that (semi)local 
functionals like the PBE employed in the present work system-
atically underestimates band gaps.[30] This effect is, however, to 
some extent compensated by the fact that the RPA neglects the 
attractive electron–hole interactions and consequently under-
estimates the spectral weight near the band edge. As a result, 
refractive indices obtained with RPA@PBE are typically in good 
agreement with experiments in the static limit[28] while devia-
tions occur at higher frequencies near the band edge region 
(see Note  S2 and Figures  S3–S5, Supporting Information). In 
Section 2.2, we will employ more accurate and computationally 
expensive many-body perturbation methods for the materials 
that are identified as interesting based on this screening.

We now turn to a more in-depth evaluation of the perfor-
mance of the discovered materials. Specifically, we use Mie 

theory to calculate the scattering properties of a spherical nano-
particle made from the subset of isotropic materials. We focus 
on the lowest-order magnetic dipole (MD) resonance of the 
spheres and calculate energy-dependent quality factors, Q, and 

Figure 1. High-throughput materials screening. a) Schematic of the 
screening steps and the number of materials that survive each of them. 
b) The static refractive index of the isotropic materials plotted as a func-
tion of their direct band gap energies along with the Moss formula. The 
colored dots highlight interesting materials and the inset shows the 
energy-dependent Q-factor and radiation efficiency, η, of the MD reso-
nances in those materials. The background colors represent the infrared 
(red), visible (green), and ultraviolet (blue) spectral regions.
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radiation efficiencies, η (see Note S1, Supporting Information).[4] 
This is achieved by continuously adjusting the size of the sphere 
to tune the energy of the MD resonance across the infrared, vis-
ible, and ultraviolet regions. A high Q-factor is beneficial for 
boosting the local field enhancement of the nanoparticle, while 
radiation efficiency close to unity points to low absorption losses. 
This analysis identifies all of the commonly used materials, such 
as Si, TiO2, and GaP. However, we also find a number of other 
highly promising materials, some of which are highlighted in 
the inset of Figure 1b. In particular, we identify BP, which has a 
refractive index exceeding that of TiO2 and a radiation efficiency 
higher than both Si and TiO2 across the entire visible part of 
the spectrum. For these reasons, we believe BP stands out as an 
overlooked material with highly desirable optical properties and 
we will focus on BP in the rest of the paper.

2.2. Optical Response of BP

BP crystals were successfully synthesized as early as 1957,[31] yet 
experimental measurements of its refractive index are limited 
to a couple of data points in the visible.[32,33] Refractive index 
measurements of BP thin films have also been conducted but 
with varying results.[34,35]

The RPA@PBE permittivities used for the initial screening 
are qualitatively accurate but suffer from underestimated 
band gaps and missing excitonic effects. To determine the 
refractive index of BP with quantitative accuracy, we solve the 
Bethe– Salpeter equation (BSE) to obtain the permittivity using 
single-particle transition energies obtained from a G0W0 band 
structure calculation. The band structure calculation reveals an 
indirect band gap of 2.1  eV and a direct band gap of 4.41  eV, 
which matches experimental measurements of the band gap 
energies for BP.[36,37] The square root dependence of the refrac-
tive index on the permittivity makes it crucial to converge both 
the real and imaginary parts of the latter. Unfortunately, the 
real part converges slowly with the number of bands making 
it impractical to obtain well converged results directly from the 
BSE. The problem can be alleviated by extending the imaginary 
part of the permittivity by an exponentially decaying tail whose 
weight is fixed by the f-sum rule (see Section  4), and subse-
quently obtain the real part via the Kramers–Kronig relation. 
We benchmark this approach against experimental data for the 
refractive index of crystalline Si and find excellent agreement 
(see Note S3 and Figure S6, Supporting Information).

With the f-sum rule fulfilling BSE-G0W0 method at hand, we 
are in a position to make a quantitative comparison of the refrac-
tive index of BP with some of the commonly used materials[38,39] 
in the visible as well as diamond,[40] which has been theoreti-
cally suggested for operation in the ultraviolet (Figure 2a,b). We 
observe that the absorption edge of BP lies significantly higher 
than Si, GaP, and TiO2, while it retains a refractive index com-
parable to that of GaP. This suggests that BP provides low-loss 
operation across the entire visible spectrum and in the infrared 
(see Figure S7, Supporting Information). While this is also the 
case for TiO2, its refractive index is significantly lower than that 
of BP. The higher refractive index of BP means that nanostruc-
tures can be made more compact[41] and packed more densely 
for enhanced metasurface performance.[42] Importantly, we 

note that BP offers a high refractive index with a low extinction 
coefficient not only in the visible but also in the ultraviolet—a 
spectral region which is difficult to reach with the commonly-
used materials. Diamond is transparent in the ultraviolet as 
well, but has a significantly lower refractive index. We illustrate 
the broadband performance of BP by performing extinction 
efficiency calculations using Mie theory for a BP sphere with 
varying radii, confirming that Mie resonances can be sustained 
across the visible and ultraviolet (Figure 2c).

Figure 2. Optical response and Mie resonances of BP. a,b) Refractive 
index n and extinction coefficient k of BP calculated using the f-sum cor-
rected BSE method compared with that of some of the commonly used 
dielectrics in the visible and ultraviolet spectral regions. c) Extinction effi-
ciency map of BP spheres of varying radii calculated using Mie theory, 
which demonstrates that Mie resonances can be sustained in the visible 
and ultraviolet.
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2.3. Far- and Near-Field Characterization of BP Nanoparticles

We now turn to an experimental demonstration of the potential 
of BP as a Mie-resonant nanostructure. BP has been synthe-
sized in various forms such as crystals,[43,44] films,[35,45–47] and 
nanoparticles.[48–50] However, BP nanoparticles in the size range 
suitable for sustaining Mie resonances have not been reported. 
We prepare BP nanoparticles in the size range of a few hundred 
nanometers by grounding BP powder (Kojundo Chemicals) in a 
mortar and then dispersing it in methanol. The BP solution is 
subsequently dropcasted on a glass substrate.

We measure the far-field scattering efficiency of individual 
nanoparticles by illuminating the nanoparticles through a 
high-numerical-aperture dark-field objective and collecting the 
transmitted scattered light (see Figure 3a). A similar measure-
ment setup has been used to detect Mie resonances in Si nano-
particles.[51] The scattering spectra recorded from a series of 
BP nanoparticles clearly show resonant peaks, which red shift 
with increasing particle size (Figure 3b). Despite the irregular 
particle shapes, the scattering resonances are quite prominent 
and follow the trend observed in other Mie-resonant nano-
structures, namely, that the smallest particle size support only 
the lowest-order Mie resonance while larger particle sizes also 
support higher-order Mie resonances.[52] We additionally con-
firm the crystallinity of the nanoparticles using micro-Raman 
spectroscopy from individual nanoparticles (see Figure S8, Sup-
porting Information). The particle radii are extracted from the 
scanning electron microscopy images under the assumption of 
a spherical shape and used as input for full-field simulations of 
the scattering efficiency of a BP nanosphere. The simulations 
account for the measurement setup as well as the glass sub-
strate (see Section  4). We find that the simulations accurately 
reproduce both the shift in resonance wavelengths with par-
ticle size as well as the number of resonant peaks (Figure 3c). 
However, the particle sizes need to be adjusted to match the 
resonance wavelengths observed in the experiments. This sug-
gests that the particle shape is better characterized as flakes 

with a thickness significantly smaller than the in-plane size. 
Nonetheless, the distinctive, multiple scattering peaks provide 
strong evidence for the interpretation that these are related to 
geometric Mie resonances.

To gain more insight into the nature of these resonances 
and to access the ultraviolet spectral region, we also perform 
near-field characterization on similar BP nanoparticles using 
electron energy-loss spectroscopy (EELS). EELS is performed in 
a transmission electron microscope and has been employed to 
access near-field properties of both metallic[53,54] and dielectric 
nanostructures[55–57] as well as optical devices.[58] The combined 
high spatial and spectral resolution of EELS provides unique 
nanoscale information on optical modes over a broad spec-
tral range. For EELS measurements, the BP nanoparticles are 
deposited on a thin silicon dioxide membrane. The EELS signal 
recorded from a triangular-shaped BP nanoparticle (Figure 4a) 
at different beam positions is presented in Figure 4c. The posi-
tion of the beam is directly related to the excitation efficiency of 
the optical modes,[59] and thus, by judicious positioning of the 
beam we can selectively excite different Mie modes.[55] When 
the beam is positioned in the center of nanoparticle, we observe 
a distinct resonance in the ultraviolet at 3.99 eV. As the beam is 
moved closer to the surface of the nanoparticle, two additional 
resonances are observed at the energies 3.57  and 2.77  eV. To 
identify the nature of these resonances, we simulate the EELS 
signal of a BP nanodisk with the same effective radius as the 
measured BP nanoparticle (Figure  4b). The thickness of the 
nanodisk is varied to achieve correspondence to the measured 
EELS resonance energies. The simulated EELS spectra for a 
nanodisk thickness of h  = 40  nm at the same beam positions 
as in the experiments are shown in Figure 4d. Here, we observe 
that the three lowest-energy EELS peaks have the same depend-
ence on the impact parameter of the electron beam as seen 
experimentally. The simulated resonance energies of all three 
EELS peaks are also in quantitative agreement with the experi-
ments, albeit the lowest-energy EELS peak is slightly shifted to 
higher energies in the simulations. The measured EELS peaks 

Figure 3. Dark-field scattering of BP nanoparticles. a) Schematic of the dark-field scattering spectroscopy. The nanoparticles are excited by unpolar-
ized, white light incident at an oblique angle and the transmitted scattered light is collected. b) Scattering efficiency spectra recorded from individual 
BP nanoparticles of different sizes showing clear scattering peaks due to resonant interaction. The effective radius R of the nanoparticle is determined 
from the area of the particles, assuming a spherical shape. Scale bars: 200 nm. c) Simulated scattering efficiency map of BP nanospheres with varying 
particle radii.
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are broadened by the finite energy resolution of our EELS setup 
(see Section  4). By performing a multipole decomposition of 
the induced field produced by the electron beam,[60] we identify 
the two lowest energy EELS peaks to be due to the Mie modes 
of the in-plane electric dipole ED∥ and in-plane electric quad-
rupole EQ∥. The highest energy EELS peak has contributions 

from both the in-plane magnetic dipole and out-of-plane electric 
dipole ED⊥, where the latter dominates in the center of the par-
ticle (see Figure S9, Supporting Information for full decompo-
sition). Simulated EELS intensity maps show that the electron 
beam couples efficiently to the in-plane modes, ED∥ and EQ∥, 
for beam positions near the surface of the particle, while the 

Figure 4. Electron energy-loss spectroscopy of BP nanoparticles. a,b) Experimental transmission electron microscopy image and theoretical set-up 
depicting the electron beam positions b used to acquire the measured and simulated EELS spectra of (c,d), respectively. The triangular-shaped BP 
nanoparticle is characterized by an effective radius of R  = 90  nm. Several EELS peaks due to Mie resonances are observed. e–g) Simulated and  
h–j) experimental EELS intensity maps at the Mie resonance energies. The Mie modes are identified as the in-plane electric dipole (ED∥), in-plane 
electric quadrupole (EQ∥), and out-of-plane electric dipole (ED⊥) using a multipole decomposition.
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out-of-plane ED⊥ is excited also for beam positions in the center 
of the particle (Figure 4e–g). The experimental EELS intensity 
maps (Figure 4h–j) of these three Mie modes are in good agree-
ment with the simulations as well as previous EELS measure-
ments performed on Mie-resonant Si nanoparticles.[55,56]

The dark-field scattering measurements (Figure 3) combined 
with the EELS measurements (Figure 4) show that the optically 
resonant nature of the BP nanoparticles can be identified both 
in their far-field and near-field responses, respectively. These 
resonances are present both in the visible and ultraviolet and 
their resonance energies can be tuned with particle size. The 
insight from both of these measurement techniques reveals 
that, despite their irregular shape, BP nanoparticles host a 
variety of multipolar Mie resonances, which are key attributes 
of low-loss high-index nanostructures.

2.4. Laser Reshaping

To alleviate the irregular shape of the as-prepared BP nanopar-
ticles, we generate spherical BP nanoparticles by irradiating the 
unprocessed BP nanoparticles with a pulsed laser (see Figure 5a 
and Section 4). An example of a laser-processed BP nanoparticle 
is presented in Figure 5b, confirming that the laser processing 
can be used for realizing spherical-shaped BP nanoparticles 
without affecting the nanoparticle composition. In addition, 
we perform micro-Raman spectroscopy on the same particle 
and find that the crystallinity from the unprocessed BP nano-
particles is retained after laser reshaping (see Figure  S8, Sup-
porting Information). The dark-field scattering spectrum from 
the BP nanoparticle in Figure  5b is recorded and we observe 
multiple scattering peaks (Figure  5c). The relatively large par-
ticle radius (R = 184 nm) places the lowest-order Mie resonances 
at wavelengths longer than our measurement range, while the 
scattering peaks observed can be attributed to higher-order Mie 
resonances. The full-field simulation of a BP nanosphere with 
a slightly smaller radius R = 165 nm, where we account for the 
substrate and the measurement setup, shows very good agree-
ment with the measurement. We attribute the deviation in par-
ticle radius to shape imperfections and a slight variation between 
the calculated and experimental refractive index of BP. Multipole 
decomposition reveals that the scattering peaks are due to the 
excitation of the magnetic quadrupole (MQ), the electric quad-
rupole (EQ), and radial higher-order magnetic dipole (MD2), 
thereby confirming the Mie-resonant nature of BP nanoparti-
cles. We also performed EELS measurements on a smaller laser-
reshaped BP nanoparticle, where we observe Mie resonances in 
the ultraviolet (see Figure S10, Supporting Information).

3. Conclusion

Using a DFT-based high-throughput screening method com-
bined with optical Mie theory of 338 dielectrics, we identify 
BP as a promising high-refractive-index material for ultraviolet 
nanooptics. We develop a new, quantitatively accurate many-
body perturbation theory based methodology for calculating 
refractive indices and use it to reveal that BP has a high refrac-
tive index (n > 3) and low extinction coefficient (k < 0.1) up to 

ultraviolet photon energies of 4 eV. We present an approach to 
fabricate BP nanoparticles as well as a laser reshaping method 
to generate spherical BP nanoparticles. Through dark-field 
optical spectroscopy and EELS measurements, we confirm the 

Figure 5. Laser reshaping of BP nanoparticles. a) Reshaping of the BP 
nanoparticles is achieved by pulsed laser irradiation of unprocessed 
BP nanoparticles in acetone. After the irradiation, the BP nanoparticles 
obtain a spherical shape. b) Scanning electron microscopy image and 
energy-dispersive X-ray analysis of reshaped BP nanoparticle, showing a 
spherical shape without change in composition. c) Scattering spectrum 
recorded from the BP nanoparticle in (b) and simulated spectrum for a 
BP nanosphere with radius R  = 165  nm with multipole decomposition 
revealing the excitation of the magnetic quadrupole (MQ), electric quad-
rupole (EQ), and radial higher-order magnetic dipole (MD2).
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presence of Mie resonances in BP nanoparticles across the 
visible and ultraviolet. Our work advances nanoscale Mie optics 
to the ultraviolet and may find applications in metasurface-
enhanced spectroscopy of biological molecules and, more gen-
erally, in realizing metasurface optical components operating in 
the ultraviolet.

4. Experimental Section
Structural Relaxation: All ground- and excited state calculations were 

performed with the GPAW electronic structure code.[27] The atomic 
structure and the unit cell of the materials were relaxed until the 
maximum force (stress) is below 10−4 eV  Å−1 (0.002  eV  Å−3). The PBE 
functional for exchange and correlation effects, a Γ-point centered 
k-point grid with a density of 6.0Å−3, a 800 eV plane wave cutoff, and a 
Fermi-Dirac smearing of 50 meV was used. van der Waals interactions 
were taken into account by the D3 correction scheme.[26]

RPA Calculations: The optical permittivity, ε(ω), was calculated 
within the RPA using the dielectric function module in GPAW. From 
ϵ(ω) the refractive index and extinction coefficient were calculated 
as ( ) Re{ ( )}ω ε ω=n  and ( ) Im{ ( )}ω ε ω=k , respectively. To ensure 
convergence across all materials a k-point grid with a high density 
of 20.0  Å−3 was employed and conduction bands up to five times 
the number of valence bands were included. The calculations were 
performed on a nonlinear frequency grid with an initial frequency 
spacing of 0.5 meV, a broadening of 50 meV, and a local field cutoff of 
50 eV.

G0W0 Calculations: The G0W0 calculations were performed on top of 
the ground state calculations. To ensure converged quasi-particle gaps 
extrapolation of both the plane wave cut-off and the k-point resolution to 
infinity were performed.

BSE Calculations: The BSE calculations were performed within the 
Tamm–Dancoff approximation on a k-point grid with a density of 20 Å−3. 
The calculation included all valence and conduction bands within 
2.3 eV of the valence band maximum and conduction band minimum, 
respectively. The calculation of the screened interaction included all 
occupied bands and unoccupied bands up to five times the number of 
occupied bands, and local field effects were accounted for up to a plane 
wave cut-off of 50 eV. The calculation was performed on a linear 10 001 
point frequency grid spanning 0–8 eV.

BSE f-Sum Rule Correction: The optical polarizability has to obey the 
f-sum rule

Im ( )
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where ne is the electron density, e is the elementary charge, and m is 
the electron mass. Since it is not obvious what to use for ne in the 
PAW calculations, a different strategy was used to fix the left hand side, 
namely, it was obtained from an RPA calculation (which can be readily 
converged)
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Equation  (2) can be enforced if the imaginary part of the BSE 
polarizability was artificially extended. Denoting the largest transition 
energy included in the BSE calculation as ωc, the following extension was 
performed
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The constant C0 is used to ensure continuity and the constant γ is 
fixed to give the correct spectral weight as fixed by Equation  (2). For 
benchmarks and additional details see Supporting Information.

Optical Simulations: The scattering efficiency and EELS simulations 
were both performed in COMSOL Multiphysics (version 5.6), which 
solves Maxwell’s equations  using finite-element modeling. For the 
scattering efficiency simulations in Figure 3c, a BP sphere is placed on 
a semi-infinite glass substrate (nsub = 1.45) and excited by a plane wave 
incident from the substrate side at an oblique angle of θinc  = 42°. The 
f-sum corrected refractive index was used for BP shown in Figure  2. 
Then a near-to-far field transformation was performed to extract the 
scattered far-field.[61] The Poynting flux of the scattered far-field in the air 
region was integrated over a solid angle spanning an azimuthal angle of 
2π and a maximum polar angle of arcsin(NA) 53col

θ = =  to retrieve the 
total scattered power collected by the collection objective (NA = 0.8).  
The total scattered power was normalized to the incident power and 
the geometrical cross sectional area of the particle to determine the 
scattering efficiency. To account for the unpolarized incident light in 
the experiments, this simulation procedure was performed for both 
transverse-electric and transverse-magnetic polarization of the incident 
wave. Finally, the scattering efficiency from both polarization states was 
averaged. The scattering efficiency simulation in Figure 5c followed the 
same steps with the only change being that the plane wave was incident 
from the air side at an oblique angle of θinc = 75°.

For the EELS calculations, the electron beam was simulated as an 
edge current with an amplitude of 1  μA. The induced electromagnetic 
field was obtained by calculating the fields with and without the BP 
nanodisk in the simulation domain, and subsequently subtracting 
them. The energy loss was then calculated as the work rate done on the 
electron beam by the induced electromagnetic field.[55]

Dark-Field Scattering Measurements: A custom-built inverted optical 
microscope was used for dark-field scattering spectroscopy of single 
nanoparticles (Figure 3a). For the measurements presented in Figure 3, 
the sample is illuminated from the top by a halogen lamp through 
a dark field condenser and the scattered light was collected by an 
objective (50×, NA = 0.8). For the spectrum in Figure  5c, the sample 
was illuminated from the bottom through a dark-field objective (50×, 
NA = 0.8) and the scattered light was collected by the same objective. 
To measure the spectra, scattered light was transferred to the entrance 
slit of a monochromator (SpectraPro-300i, Princeton Instruments) and 
detected by a liquid-N2 cooled CCD (Princeton Instruments). For Raman 
scattering measurements, the nanoparticles were excited by a 488  nm 
laser (Coherent Sapphire 488–50).

EELS Measurements and Analysis: The EELS measurements were 
performed in a monochromated and aberration-corrected FEI Titan 
operated in STEM mode at an acceleration voltage of 300 kV, providing a 
probe size of ≈0.5 nm and an energy resolution of 0.08 eV (as measured 
by the full-width-at-half-maximum of the zero-loss peak). Richardson–
Lucy deconvolution was performed to remove the zero-loss peak. An 
EELS spectrum recorded in vacuum was used as an input for the point-
spread function. Due to a small asymmetry in the zero-loss peak, the 
deconvolution algorithm produced an artificial EELS peak in the energy 
range below 0.5 eV. However, the artificial peak did not overlap with any 
of the observed resonances and could be safely removed using a first-
order logarithmic polynomial.

The depicted EELS spectra were obtained by integrating the 
deconvoluted EELS data around the experimental impact parameter bexp. 
This parameter was directly related to the effective radius of the particle 
R which was extracted as a radius of the circle with the effective area 
of the particle found from the STEM image. The effective area of the 
particle is the area which was enclosed by the boundaries obtained by 
Otsu’s thresholding of the STEM image. The integration parameter itself 
was calculated as a radius of the circle with the adjusted effective area of 
expanded/reduced initial boundaries. For the integration region centered 
at the nanoparticle, the experimental impact parameter changes from 
0 to 0.3R and denotes the nanoparticle center. For the annulus-shaped 
regions, the experimental impact parameter denoted the mean of the 
inner and outer radii with a typical radius spread of 0.3 (for example, 
the green region in Figure 4a encloses the regions from 0.35 to 0.65R). 
The depicted EELS spectra were smoothed with a Gaussian function  
(σ = 0.03 eV).
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The EELS maps were obtained by summing the deconvoluted EELS 
data in a spectral window of 0.02  eV width centered at the resonance 
energies. The signal-to-noise ratio was improved by spatially binning the 
map, reducing the total number of pixels by a factor of four. A Gaussian 
filter with σ = 0.8 pixels was applied to smooth the image.

Laser Reshaping: The laser reshaping was performed using a laser 
melting in liquid process.[62,63] The process yields spherical nanoparticles 
from irregular shaped nanoparticles by selective heating due to the light 
absorption of solid particles. Unprocessed BP nanoparticles in acetone 
were irradiated with the third harmonic of a Nd:YAG laser (355  nm 
wavelength, 5 nm pulse width, 20 Hz repetition rate) with a fluence of 
50 mJ cm−2 per pulse for 10 min to obtain spherical BP nanoparticles.

Supporting Information
Supporting Information is available from the Wiley Online Library or 
from the author.
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ABSTRACT: The 1T-phase layered PtX2 chalcogenide has
attracted widespread interest due to its thickness dependent
metal−semiconductor transition driven by strong interlayer
coupling. While the ground state properties of this paradigmatic
material system have been widely explored, its fundamental
excitation spectrum remains poorly understood. Here we
combine first-principles calculations with momentum (q)
resolved electron energy loss spectroscopy (q-EELS) to study
the collective excitations in 1T-PtSe2 from the monolayer limit
to the bulk. At finite momentum transfer, all the spectra are
dominated by two distinct interband plasmons that disperse to
higher energy with increasing q. Interestingly, the absence of long-range screening in the two-dimensional (2D) limit inhibits
the formation of long wavelength plasmons. Consequently, in the small-q limit, excitations in monolayer PtSe2 are exclusively
of excitonic nature, and the loss spectrum coincides with the optical spectrum. The qualitatively different momentum
dependence of excitons and plasmons enables us to unambiguously disentangle their spectral fingerprints in the excited state
spectrum of layered 1T-PtSe2. This will help to discern the charge carrier plasmon and locally map the optical conductivity
and trace the layer-dependent semiconductor to metal transition in 1T-PtSe2 and other 2D materials.
KEYWORDS: monolayer PtSe2, momentum resolved electron energy loss spectroscopy, plasmons, excitons, 2D materials,
electronic screening in 2D, ab initio calculations

Platinum dichalcogenides (PtX2, X = S, Se, Te) are
emerging as a class of two-dimensional (2D) layered
materials1,2 with thickness- and anion-dependent

electronic properties resulting from the strong interlayer
coupling.3−5 In this octahedral-coordinated 1T-phase system,
PtSe2 is an indirect semiconductor in monolayer and bilayer
forms and evolves into a metal as the thickness increases to
trilayer and toward the bulk.4,6 This semiconductor-to-metal
transition is caused by the giant coupling of pz−pz states of two
adjacent interlayer chalcogen atoms.4,5 This is in contrast to
the well-known 2H-MoS2 system where the weaker interlayer
coupling reduces the gap as more layers are stacked, but is
insufficient to drive a semiconductor-to-metal transition. When
the chalcogen changes from S over Se to Te, the bulk PtX2
turns from a semiconductor (PtS2) to a metal (PtSe2 and
PtTe2). Chia et al.7 showed that the enhanced conductivity
across the chalcogen group gives rise to a monotonic
increasing catalytic performance in the hydrogen evolution
reaction.8 Vacancy defect induced magnetism and a layer-
modulated ferromagnetic-to-antiferromagnetic crossover have

been observed in both metallic PtSe2 few-layer9 and semi-
conducting bi- and monolayer structures.10 In the electronic
transport characteristics, an n- to p-type conductivity
modulation has been realized in vacancy doped monolayer
PtSe2 via controlled chemical vapor deposition.11 The
monolayer PtX2 semiconductors present high electron
mobilities and are stable in air,4 demonstrating their potential
for mid-infrared optoelectronics,12 magnetism, and catalysis
applications.
While the transport and catalytic properties of PtX2 have

been thoroughly investigated, its electronic excitation spec-
trum, including the collective excitations (excitons and
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plasmons), remains largely unexplored. Understanding these
excitations13−15 is the key to controlling the optical properties
of the material and for future photonic or optoelectronic
applications.12,16−19 The optical excitations in the MoX2 and
WX2 semiconducting TMDs have been intensely studied
during the past years because of the unique exciton physics
found in their mono- and few-layer structures.20,21 In
comparison, the optical properties of few-layer PtX2 have
only recently gained attention, and only the most basic
properties of their excitons have so far been addressed.22−25

The plasmon excitations of bulk and thin layers of PtTe2 were
reported by Ghosh et al.26 However, in these measurements
the samples were not atomically thin and substrate−sample
interactions could not be ruled out. To date, the electronic
excitation spectrum of freestanding few-layer PtX2 remains
unexplored, and it is unclear how it depends on the number of
layers and the metal−semiconductor transition taking place as
the thickness decreases to the monolayer limit.
In this work, we employ momentum (q) resolved electron

energy loss spectroscopy (q-EELS)27−32 in a transmission
electron microscope (TEM) to probe the valence excitations of
PtSe2 samples of different thicknesses. In the high energy
range, we identify the existence of in-plane polarized plasmons
at 7−10 eV across various film thicknesses. By tracking their q-
dispersion we find that this plasmon excitation is enhanced at
large nonzero q, similar to the π plasmon of graphene. At lower
energies, a peak at ∼2 eV appears and dominates the EEL
spectrum, particularly for the thinner samples. We ascribe this
peak to excitonic effects in the two-dimensional samples and
show that it is highly sensitive to q. Meanwhile, a plasmon-like
feature emerges between the exciton and the high-energy
plasmon, which has not been observed previously in other
TMDs. The loss functions calculated from first principles
within the random phase approximation (RPA) confirm the
plasmonic nature of the high- and intermediate-energy peaks.
We furthermore employ the Bethe Salpeter Equation (BSE) to

prove the excitonic nature of the low energy peak in the
monolayer spectrum and map out the k-space wave function of
the lowest exciton. Overall, we find good agreement between
theory and experiment, which allows us to perform a detailed
study of the collective excitations in layered PtSe2 and
elucidate the intricate connection between sample dimension-
ality (2D vs 3D), dielectric screening, and the relative
importance of excitons and plasmons as a function of
momentum transfer, q. The q-dependent crossover in the
spectral weights of excitons and plasmons also provides a
handle to study the thickness-dependent band gaps, metal-to-
semiconductor transition, and many-body effects of PtSe2 and
PtTe2.

33

RESULTS AND DISCUSSION
High quality monolayer and few-layer PtSe2 are grown on mica
substrates by direct selenization of PtCl4 in a chemical vapor
deposition (CVD) furnace at 700 °C. Single-crystal domains
are easily formed with a typical size of tens of micrometers.
The as-grown samples are transferred onto TEM grids using
PMMA spin coating and KI etching, and then washed in
acetone and isopropanol to remove the surface residues. Before
the q-EELS experiments, the PtSe2 samples are annealed in the
TEM chamber at 200 °C for 3 h (Supporting Information,
Figures S1−S2) to reduce the surface residue or contami-
nation. All the q-EEL spectra are collected in a diffraction
mode using parallel beam illumination, with an energy
resolution of 40 meV and a momentum resolution of 0.03
Å−1 (see more details in Figures S3−S5). In our q-EELS setup,
the momentum q always refers to in-plane polarized excitation,
since the out-of-plane component is estimated to be ∼qE = kθE
= (2π/λ)·(ΔE/2E0) = 0.004 Å−1 (for a signal at 4 eV) which
can be ignored in the normal incident case. The out-of-plane
excitation may exist only in the q → 0 EEL spectra, but get
buried by the dominant in-plane components. To extract the

Figure 1. Atomic and electronic structures of PtSe2. (a−b) Top- and side-view structure models of monolayer 1TPtSe2. Cyan balls are Pt, and
yellow balls are Se atoms. (c) ADF-STEM image of monolayer PtSe2. (d) Thickness-dependent electronic band structure of PtSe2 in the 2D
Brillouin zone.
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out-of-plane excitation, tilting the sample to high angles may
give rise to different characteristic modes34 and uncover the in-
plane/out-of-plane anisotropy of the collective excitations.
However, this is not allowed by the narrow pole-piece gap of
our microscopes and thus beyond the scope of the current
work.
Atomic and Electronic Structures of PtSe2. Figure 1

shows the atomic and electronic band structures of layered 1T-
PtSe2. In the structural models in Figure 1a, 1b, the Pt atoms
(in cyan) are coordinated with 6 Se atoms (in yellow), forming
an octahedral crystal field with d2sp3 hybridization. This is the
known 1T phase structure, and each layer is stacked AA′ in
order to form the bulk system. In Figure 1c, the atomically
resolved annular dark-field scanning transmission electron
microscopy (ADF-STEM) image clearly shows the atomic
coordination of monolayer PtSe2 in the 1T phase. The brighter
Pt atom is surrounded by 6 darker Se atoms. Based on this
atomic structure, our density functional theory (DFT)
calculations provide the single-particle electronic band
structure of PtSe2 as a function of film thickness (Figure
1d). In the monolayer case, PtSe2 is an indirect semiconductor
(Eg = 1.1 eV) with the valence band maximum (VBM) at the Γ
point and the conduction band minimum (CBM) between Γ
and M. As the thickness increases to bilayer, the band gap
decreases drastically to only 0.2 eV. When further increasing to
trilayer or bulk, the electronic structure evolves into a metal.
Figure 1d shows the metal-to-semiconductor transition as the
thickness decreases from bulk to monolayer (also see
Supporting Information, Figure S6). This transition originates
from the strong electronic interlayer hybridization, which

occurs because the wave functions of the valence and
conduction bands have a strong component of Se-pz orbitals
(see Figure S6). This is in contrast to the well-known indirect-
to-direct gap transition in 2H-MoS2 where the hybridization is
significantly weaker due to the wave functions of the valence
and conduction bands being mainly localized on the inner Mo
atoms.
Loss Functions of PtSe2 for Different Thicknesses. To

explore the electronic excitations of PtSe2, we employ both q-
EELS measurements and first-principles calculations. Figure
2a−c show the low loss fine structure of single-layer (1L), 4-
layer (4L), and bulk PtSe2 acquired at different q along the ΓM
direction (assuming that in-plane anisotropy can be ignored
within the limited q range <0.2 Å−1). Three clear peaks
denoted A (∼2 eV), B (∼4 eV), and C (∼8 eV) dominate the
electronic excitation spectrum. Interestingly, the relative
intensities of the three peaks vary strongly with both q and
layer thickness. Understanding the origin of these variations
and the nature of the electronic excitations behind the peaks
(whether excitonic or plasmonic) is a main focus of this work.
For all thicknesses the B and C peaks dominate the EEL

spectra for large q. For smaller q, the C peak disappears almost
entirely for all thicknesses while the B peak remains in the bulk
spectrum, becomes weaker in 4L, and disappears in the
monolayer limit. The fact that the B and C spectral features are
well reproduced by our random phase approximation (RPA)
calculations (see Figure 2d−f) suggests that the underlying
excitations are of plasmonic nature. This is because the RPA
neglects the attractive electron−hole (e−h) interaction

Figure 2. Momentum-dependent loss function of PtSe2. (a−c) Experimental q-EELS of 1L, 4L and bulk PtSe2, respectively. (d−f) Calculated
q-dependent loss functions in the random phase approximation (RPA) of 1L, 4L, and bulk PtSe2, respectively. The low energy excitonic peak
A, and the intermediate and high energy plasmonic peaks B and C are indicated.
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responsible for exciton formation and only include e−h
exchange that drives plasmon formation.
For momentum-transfer below 0.05 Å−1 a low-lying peak A

at ∼2 eV appears in the EEL spectrum of all samples.
Interestingly, the A peak is only present at small q and becomes
dwarfed by the B and C plasmonic features for larger q�a
trend that is particularly pronounced in the monolayer limit. In
the following we discuss why this observation is indicative of
the peak A being of excitonic nature in the two-dimensional
samples.23,35

q Dependence of the Electronic Screening in 2D vs
3D. To understand why the small-q EEL spectrum of the
monolayer is dominated by the excitonic A peak while the
high-energy B and C plasmon peaks dominate for larger q, we
consider the Bethe Salpeter equation (BSE) which can account
for both single-particle excitations, plasmons and excitons.36−38

In the BSE, the excitations are found as solutions to the
eigenvalue problem,

q q qH F E F( ) ( ) ( )
S

SS S S=
(1)

where HSS′ (q) is the two-particle BSE Hamiltonian in the e−h
pair orbital basis labeled by the pair-orbital index S = (n,m,k,q),
FSλ(q) is the exciton wave function of the λth solution, and Eλ is
the corresponding energy. The BSE Hamiltonian reads

q qH f f K( ) ( ) ( ) ( )k q k k q kSS m
QP

n
QP

SS m n SS, , , ,= + +
(2)

The diagonal holds the quasiparticle (QP) energies of the
electron and hole state. The exchange-correlation-kernel,
KSS′(q), that renormalizes and mixes the single-particle
transitions can be divided into two constituent parts: the e−
h exchange interaction (V) and the direct screened interaction
(W)

q q qK V W( ) 2 ( ) ( )SS SS SS= (3)

where the factor 2 appears because we have specialized to
singlet excitations. Setting K = 0 yields the single-particle

spectrum of bare e−h transitions while settingW = 0 yields the
RPA. In general, both V and W are positive, and thus the
former increases the energy of the collective excitation while
the latter decreases its energy, relative to the bare QP
transition energies of the constituent e−h pairs. This leads to
the observation (which may also be taken as a definition) that
V is responsible for plasmon formation and W is responsible
for exciton formation. The relative importance of these two
terms therefore dictates what type of excitations will dominate
at a given q. We note that in this discussion we do not
distinguish between interband and intraband plasmons.
The exchange interaction takes the form

q r r
r r r r

r r
V d d( )

( ) ( ) ( ) ( )k k q k k q
SS

n m n m=
* *

| |
+ +

(4)

It can be shown that, for small momentum transfers, the long
wavelength (small q) Fourier component of ψnk(r)ψmk + q* (r) is
proportional to q regardless of the dimensionality of the
system. In two dimensions, the Fourier transformed Coulomb
interaction goes as vq ∼ 1/q for small q, which means that the
exchange interaction goes as VSS′(q) ≈ q and therefore it
becomes negligible in the optical limit (q → 0). For this
reason, we expect very weak plasmon formation at small q in
atomically thin 2D materials. This is in stark contrast to the 3D
case where the Coulomb interaction goes as vq ∼ 1/q2 meaning
that the exchange interaction in 3D can be significant also at
small q. In the 3D case, plasmons can therefore exist even in
the optical limit, and this represents a fundamental qualitative
difference between plasmons in 2D and 3D. (See Supple-
mentary Note 1.)
Unlike the exchange interaction matrix elements, the direct

screened interaction matrix elements WSS′(q) remain finite and
more or less independent of q in the optical limit. This means
that, in contrast to plasmons, excitons can still form in 2D
materials for small q. In fact, in the limit of small q, excitonic
effects are extremely pronounced in 2D semiconductors due to
the weak screening and can greatly reconstruct the non-
interacting spectrum (see Figure 5 and related discussion).

Figure 3. Dispersion of the loss peaks of PtSe2. (a) Experimental dispersion of the B and C peaks of PtSe2 for different thicknesses. (b)
Comparison of the experimental and RPA calculated dispersion of the B and C peaks for monolayer PtSe2.
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However, as q increases, the importance of the exchange
interaction grows to dominate the direct interaction, leading to
an excitation spectrum dominated primarily by plasmons. As
demonstrated in Figure 2, the excitonic peak A dominates at
small q while the B and C plasmonic peaks grow dominant as q
increases. Although a similar q-dependent exciton−plasmon
oscillator strength crossover was shown in theory for MoS2,

39

the momentum integrated EELS employed in that case was
insufficient as explicit and direct experimental proof of the
effect. In this work, we provide experimental identification of
the excitonic or plasmonic nature of excitations in the EEL
spectrum using the intricate momentum-dependent characters
of collective excitations in 2D materials.
By tracking the peak energies as a function of momentum q

(Figure S7), we obtain the dispersion of the plasmon peaks B
and C, as shown in Figure 3a. Both the B and C peaks exhibit
positive and nonlinear dispersion for all sample thicknesses
(Figure 3a−3b). For relatively large q, the dispersion of both
peaks is √q-like for all material thicknesses. This behavior is

reminiscent of the acoustic plasmon dispersion in a classical
free-electron model in 2D dimensions which is expressed as

q1 e qd
2
p= in the finite-q approximation.40,41

At the large-q end, the dispersion curves tend to gradually
reach a limit with decreasing slopes as q further increases, in
good agreement with the trend in the experimental results. For
the monolayer this is well reproduced by our RPA calculations
(Figure 3b), while the agreement with theory is less impressive
for the 4L and bulk systems (Figure S8) where RPA does
predict the plasmon energies correctly to within 0.5 eV, but
yields a too flat dispersion. In the small-q range, the
experimental peak energies flatten out and deviate from the
√q-dispersion. We note that, due to the limited momentum
resolution in the diffraction mode, the spectra at q < 0.04 Å−1

are influenced by the excitation at the optical limit q → 0,
which may affect the dispersion curve in this q range. We
further observe that the B and C peaks blue shift with sample

Figure 4. Plasmon formation in 2D vs 3D. (a−b) Evolution of the eigenvalues obtained from the spectral decomposition of the RPA
dielectric function for 1L and bulk PtSe2 as a function of q. The loss spectra of the 1L system are more sensitive to q than those of the bulk
because of the gradual turning on of the long-range screening in 2D with increasing q. (c−d) The macroscopic RPA loss function in the q = 0
limit for 1L and bulk. Inclusion of the long-range component of the Coulomb interaction (the Fourier component corresponding reciprocal
lattice vector G = 0) has essentially no effect on the 1L spectrum while the bulk spectrum is affected dramatically due to the formation of
plasmons.
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thickness, which is also reproduced by our RPA calculations
(Figure S8).
Eigenmode Analysis of the Plasmon Excitations. In

general, the q-EEL spectrum is directly related to the inverse of
the macroscopic dielectric function, ϵM(q,ω). While ϵM is thus
the relevant physical observable, it provides little insight into
the nature of the excitations underlying the different spectral
features, e.g. whether they are of single-particle, plasmonic, or
excitonic character, whether one or several different excitations
contribute to a specific spectral feature, or what the spatial
form and symmetry of such excitations are. As already
discussed in relation to eq 3, the first question is largely a
matter of which level of theory is required to reproduce a given
spectral feature. At this point we have established that the B
and C peaks are well described at the RPA level and thus have
a single-particle and/or plasmonic nature. To investigate the
plasmonic nature of the B and C peaks in more detail and to
clarify whether they represent one, two, or several different
plasmon excitations, we turn to an eigenmode decomposition
of the dielectric function. Following Andersen et al.,42 the
microscopic dielectric function can be decomposed into a set
of eigenmodes

r r r r( , , ) ( ) ( , ) ( , )
n

n n n=
(5)

where ϵn(ω) is the eigenvalue of the nth mode of the dielectric
function and ϕn(r,ω) and ρn(r′,ω) are the left and right
eigenvectors which satisfy the Poisson equation ∇2ϕn = −4πρn.
Here, ϕn is the potential and ρn is the induced density of the nth
eigenmode. The modes satisfying Reϵn(ω) = 0 for some
frequency ω = ωp are plasmonic as they represent self-
sustained charge density oscillations. We note that only modes
with a spatially symmetric profile (described by ρn(r,ω))
perpendicular to the PtSe2 film will contribute to the
macroscopic in-plane q-EELS.
Our spectral analysis shows that the full RPA EEL spectra

for all material thicknesses and in the relevant (q,ω)-range can
be almost entirely accounted for by two dielectric eigenmodes.
Figure 4 shows the individual contribution of the two
eigenvalues to Imϵ(ω), Reϵ(ω), and Imϵ−1(ω) for the
monolayer (left) and bulk (right) for momentum transfers q

= 0.04 Å−1 and q = 0.12 Å−1, respectively. For the monolayer,
we see that the two modes are separately responsible for the B
and C peaks, i.e. each peak can be associated with a distinct
excitation. As q increases both peaks evolve from single-particle
interband transition peaks into true plasmons, as defined by a
zero-crossing of Reϵn(ω). For the bulk system, we see that one
mode is entirely responsible for the B peak. This mode also
provides the dominant contribution to the C peak but there is
a contribution from one additional mode. The dielectric modes
of the bulk system vary much less with q and are plasmonic for
all values of q. We ascribe the stronger plasmonic character of
the excitations in bulk versus 1L, to the stronger dielectric
screening response in 3D compared to 2D. In particular, as
previously discussed, for small values of q, the e−h exchange
term, i.e. the V in eq 3 that is responsible for screening and
drives plasmon formation, is directly proportional to q. This
point becomes particularly clear in the optical limit (q = 0)
where the long-range dielectric screening vanishes identically
in 2D. Figure 4c−d shows a comparison of the q = 0 EEL
spectrum calculated with and without the long-range
component of the Coulomb interaction for the 1L and bulk
systems, respectively. Technically, the removal of the long-
range screening is achieved by setting the divergent G = 0
component of the Fourier transformed Coulomb potential,
VG(q) = 1/|G + q|2, to zero (here G denotes a reciprocal lattice
vector). From Figure 4c−d, we conclude that, in the optical
limit, the monolayer response is not influenced by the long-
range interactions while there is a very significant effect in the
3D bulk system. A direct consequence of this result is that for
2D materials the q = 0 EEL spectrum coincides with the
optical spectrum. It is well-known that excitonic effects
strongly influence the optical spectrum of a 2D semiconductor
and thus the same must be expected for the q = 0 EEL
spectrum, and indeed this is the case (see discussion about the
A peak below). However, since the RPA does not account for
excitonic effects, the RPA spectrum of a 2D material in the q =
0 limit simply reduces to the single-particle spectrum
renormalized by the local field effects created by screening
from the G ≠ 0 components of the Coulomb potential.
As previously noted, the B and C plasmons are of interband

nature. We now address the question of which bands/orbitals

Figure 5. Excitonic origin of the A-peak in monolayers. (a) Comparison of BSE and RPA calculated loss functions of monolayer PtSe2 in the
q → 0 limit. The BSE spectrum is calculated on top of the G0W0 band structure. For comparison, the RPA spectrum is calculated on top of
the PBE band structure and the PBE band structure corrected to match the G0W0 band gap, respectively. (b) The BSE calculated excitonic
weights of the A peak. The colored inset shows the 2D projected exciton wave function distribution in k space. Both the excitonic weights
and k-space wave function show that the A exciton originates from direct transitions at the midpoint of ΓM (highlighted by the black arrow).
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are involved in those plasmons. For simplicity we focus on the
monolayer in the small q limit where long-range Coulomb
interactions are negligible making the connection between the
single-particle transitions and the spectral peaks straightfor-
ward. To make this identification, we note from Figure 4c that
the B and C plasmons originate from the two single-particle
interband peaks (van Hove singularities) at about 4 and 8 eV,
respectively. At finite q the Coulomb interaction blue shifts
these peaks creating the B and C plasmons. By considering the
projected density of states (PDOS) we infer that the
transitions involved in the B peak are from a lower valence
band of mainly Pt-d character situated approximately 2 eV
below the Fermi level to the lowest conduction band with
mainly Se-p orbitals. Similarly, the C peak originates from
transitions from Pt-p to Pt-s orbitals (see Figure S9).
Excitonic Nature of the A Peak. We now turn to the

origin of the A peak that we have provisionally referred to as an
excitonic peak. To support this interpretation, we perform a
BSE calculation for the monolayer in the optical limit. Due to
the well-known tendency of PBE to underestimate band gaps,
we use the G0W0 approximation to correct the band gap of the
PBE band structure.43−46 A comparison of the RPA and BSE
results can be seen in Figure 5a. For completeness we show the
RPA result based on the PBE energies and the G0W0-band gap
corrected PBE energies, respectively. The large difference
between the BSE and RPA spectra highlights the importance of
the direct e−h interaction, which drives the formation of
excitons and leads to a dramatic rearrangement of spectral
weights. We obtain a binding energy of the lowest A exciton of
0.51 eV, which compares well to previous calculations.22−24

Because the G0W0-correction of the PBE band gap is
comparable in size to the exciton binding energy, the peak in
the RPA-PBE spectrum around 2 eV (which is essentially a
peak in the joint density of states of the PBE single-particle
spectrum) coincides almost with the lowest excitonic peak in
the BSE-G0W0 spectrum. This explains the relatively good
agreement between the RPA-PBE spectra and the experimental
spectra in Figure 2a, d.
Next, we analyze the wave function of the A exciton as

obtained from the BSE calculation of the PtSe2 monolayer.
Figure 5b shows the distribution of expansion coefficients for
the e−h pairs forming the lowest exciton, on the band
structure and the Brillouin zone (BZ) (inset), respectively. It
appears that the exciton is made up of transitions from the
highest valence band to the lowest conduction band located at
the midpoint of Γ and M in the BZ.
Due to the large number of atoms in the 4L structure, it is

difficult to perform accurate BSE calculations for this system.
The fact that the A peak is only visible in the experimental EEL
spectrum for small q could indicate, according to the analysis
presented earlier, that the A peak is also of excitonic origin in
the 4L structure. On the other hand, the existence of excitonic
states in the 4L structure seems unlikely due to its metallic
nature, which intuitively should screen the direct e−h
interaction and prevent exciton formation. However, recalling
that screening is strongly suppressed in 2D materials in the
small-q limit, it cannot be ruled out that the e−h interaction is
sufficiently attractive that excitons may form in the optical limit
despite the metallic band structure, and that the A peak in the
4L structure could be of excitonic origin. To confirm this,
resonant photoluminescence or differential reflectance spec-
troscopy could be used in future work.

We performed a BSE calculation for bulk PtSe2 to investigate
how the inclusion of the direct e−h interaction affects the loss
spectrum. As shown in Figure S10, we find no significant
excitonic effects in the bulk system that can account for the
presence of the A-peak. This is as one would expect for a 3D
metallic system where excitonic effects should indeed be
screened out. We speculate that the A-peak observed in the
experimental spectrum of a bulk system for small q could
represent an intraband plasmon. We obtain an in-plane
(intraband) plasma frequency of 1.6 eV, which agrees well
with the experimental A-peak position. However, in the full
RPA spectrum the intraband plasmon peak is renormalized to
0.56 eV due to the screening by interband transitions. It
should, however, be noted that the PBE functional is known to
underestimate interband transition energies, which generally
leads to an overestimation of interband screening and thus a
red-shifting of plasmon energies in general.47 However, we
have not been able to confirm this effect from our calculations,
and consequently, the origin of the A-peak in the bulk system
remains an open question.

CONCLUSIONS
We have unraveled the elementary electronic excitations in
layered PtSe2 using a combination of q-EELS measurements
and theoretical calculations. Our analysis shows that the
excitation spectrum, from monolayer to bulk, is governed by
three distinct collective excitations, namely a low energy peak
around 2 eV and two plasmons at 4−5 eV and 7−10 eV,
respectively. The qualitatively different wave vector depend-
ence of the dielectric function in 2D and 3D is manifested
directly in the excitation spectra. In the monolayer and 4-layer
samples, the low energy peak represents an exciton and
completely dominates the excitation spectrum in the small q
limit, and only at larger q do the plasmons develop and
eventually dwarf the excitonic feature. In the bulk, the low
energy peak and the plasmons exist side by side even in the
small q limit. For all material thicknesses, the EEL spectrum
becomes dominated by the plasmons as q is increased beyond
∼0.05 Å−1. Based on the distinct momentum dependence
characters, we identify the optical fingerprints of the unknown
absorption peaks as excitons or plasmons in the PtSe2 system,
inspiring applications in phonon-assisted photoluminescence.48

Our work advances the understanding of the connection
between dielectric screening and the formation of collective
excitations in solids and establishes the fundamental basis for
photonics and optoelectronics of low-dimensional PtSe2.

METHODS
STEM Imaging and q-EELS. An atomically resolved ADF-STEM

image was obtained on an aberration corrected scanning TEM (Triple
C1, JEOL JEM-2100CF) operated at 60 kV. The convergence angle
of the STEM beam was set as 35 mrad and acceptance angle 70−200
mrad, and the beam current was set to 15 pA. The q-EELS data were
collected in diffraction mode using parallel beam illumination on a
double Wiener Filtered monochromated TEM (Triple C2, JEOL
ARM-60MΔ2) operated at 60 kV, with an energy resolution of 40−50
meV and momentum resolution of 0.03 Å−1. The illumination area of
the samples for a selected area electron diffraction is approximately
300 nm in diameter. The dual EELS mode of the Gatan Quantum 965
spectrometer was used to obtain the low loss spectra and zero loss
peak (ZLP) simultaneously, to eliminate the effect of the ZLP drift
during the spectrum acquisition. The dispersion of the spectrum was
set to 0.005 eV/channel. In the dual-EELS, we set the dwell time for
the ZLP to 5 × 10−5 s−0.005 s and the dwell time for low loss to 0.05
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s−5 s as the q selected moved away from the Γ point. To get a good
signal-to-noise ratio, 100 spectra were accumulated for each q, which
took 1 min−18 min depending on the q values. For each high-q
spectrum which took longer, we moved to fresh sample positions to
minimize the effects of irradiation damage on the collective
excitations.
DFT Calculation. The calculations were performed using the ASR

framework49 in combination with the GPAW electronic structure
code.50 To obtain the multilayer structures, we started from the
relaxed T-phase PtSe2 monolayer (space group P3̅m1(164)) structure
obtained from C2DB,22,51 obtaining the N-layer structures by stacking
N monolayers in the most favorable AA′ stacking and relaxed it using
the PBE-D3 scheme52 to account for the vdW-interaction between the
layers. We performed the ground state calculations for the monolayer,
multilayer, and bulk systems using the asr.gs recipe. The calculations
were performed in plane wave mode using a double-ζ polarized basis
set, an energy cutoff of 800 eV, and a gamma-point centered k-point
grid with a density of 12 k-points/Å2 for the multilayer systems and a
k-point density of 12 k-points/Å3 for the bulk system. From the
ground state calculations, we can then get the band structure using the
ASR band structure recipe. The spin−orbit coupling is added nonself-
consistently.
RPA and BSE Calculations. To perform the EELS calculations

within the RPA, we extended the ASR framework interface with the
GPAW code linear response module to enable EELS calculations.
Moving forward, the EELS module will be available in ASR. To
ensure converged results, we interpolate the ground state calculation
onto a k-point grid with an in-plane density of 50 k-points/Å2 and
include conduction bands equal to five times the number of valence
bands. We further employ a broadening of 50 meV and a local field
cutoff of 50 eV. We employ a nonlinear frequency grid with
domega_0 = 0.005 eV using the tetrahedron integration method for
the mono- and multilayer systems, while employing the normal
integration method for the bulk system.

The BSE calculations were performed on a k-point grid with an in-
plane density of 6 k-points/Å2. We included the four top valence
bands and the lowest four conduction bands in the calculation of the
BSE Hamiltonian. The calculation of the electronic screening was
performed using 84 bands, all of the conduction bands equal to five
times the number of valence bands, with a local field cutoff of 50 eV.
The EELS spectrum was then calculated on a 10001-point frequency
grid spanning 0−8 eV. To get the G0W0 correction to the
quasiparticle energies, we used the asr.gw recipe. To generate the
excitonic weights plot for the lowest lying exciton, we extracted the
excitonic weights from the BSE calculation and then matched the k-
points of the band structure calculation to the k-point grid of the BSE
calculation to get the projection.
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Abstract. We address the problem of predicting the zero temperature
dynamical stability (DS) of a periodic crystal without computing its full phonon
band structure. Using data for two-dimensional (2D) crystals, we first present
statistical evidence that DS can be inferred with good reliability from the
phonon frequencies at the center and boundary of the Brillouin zone (BZ). This
analysis represents a validation of the DS test employed by the Computational
2D Materials Database (C2DB). For 137 dynamically unstable 2D crystals, we
displace the atoms along an unstable mode and relax the structure. This
procedure yields a dynamically stable crystal in 49 cases. The elementary
properties of these new structures are characterised using the C2DB workflow,
and it is found that their properties can differ significantly from those of the
original unstable crystals, e.g. band gaps are opened by 0.3 eV on average. All
the crystal structures and properties are available in the C2DB. Finally, we train
a classification model on the DS data for 3295 2D materials in the C2DB using
a representation encoding the electronic structure of the crystal. We obtain an
excellent receiver operating characteristic (ROC) curve with an area under the
curve (AUC) of 0.89, showing that the classification model can drastically reduce
computational efforts in high-throughput studies.
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1. Introduction

Computational materials discovery aims at identifying
novel materials for specific applications, often employ-
ing first principles methods such as density functional
theory (DFT) [1]. The potential of a given material
for the targeted application is usually evaluated based
on elementary properties of the crystal, such as the
electronic band gap, the optical absorption spectrum,
or the magnetic order. Such properties can be highly
sensitive to even small distortions of the lattice that
reduce the symmetry of the crystal, and it is therefore
important to develop efficient methods for identifying
and accounting for such distortions.

Lattice distortions can be classified according to
their periodicity relative to the primitive cell of the
crystal. Local instabilities conserve the periodicity
of the crystal, i.e. they do not enlarge the number
of atoms in the primitive cell. Other distortions,
accompanied by a modulation of the electronic density
known as charge density wave (CDW) [2], lead to
an enlargement of the period of the crystal, which
can be either commensurate or incommensurate with
the high-symmetry phase. A classical example is
the Peierls instability in one-dimensional [3] and two-
dimensional (2D) [4] systems, where a gap is opened
in the CDW state. A universal microscopic theory
of the CDW phase is still missing due to the many
possible and intertwined driving mechanisms, e.g.
electron-phonon interaction [5], Fermi surface nesting,
or phonon-phonon interactions [6], which makes a
precise clear-cut definition of the CDW phase difficult.
In addition, the CDW state is sensitive to external
effects such as temperature and doping [7]. As a
testimony to the complexity of the problem, different
models and concepts are used to describe the CDW
phase depending on the dimensionality of the material
[8, 9, 10, 11, 12].

The last few years have witnessed an increased
interest in CDW states of 2D materials. For example,
CDW physics is believed to govern the transition from
the trigonal prismatic T-phase to the lower symmetry
T’-phase in monolayer MoS2 [13] as well as the plethora
of temperature dependent phases in monolayers of
NbSe2 [14, 15], TaS2 [16, 17], TaSe2 [18, 19], and
TiSe2 [20, 21]. In addition, a number of recent studies
have investigated the possibility to control CDW phase
transitions. For instance, the T-phase of monolayer
MoS2 can be stabilized by argon bombardment [22],
exposure to electron beams [13], or Li-ion intercalation
[23]. Similar results have been reported for MoTe2 [24].

Regardless of the fundamental origin of possible
lattice distortions, it remains of great practical
importance to devise efficient schemes that makes it
possible to verify whether or not a given structure is
dynamically stable (DS), i.e. whether it represents

a local minimum of the potential energy surface.
Structures that are not DS are frequently generated in
computational studies, e.g. when a structure is relaxed
under symmetry constraints or the chosen unit cell is
too small to accommodate the stable phase. Tests
for DS are rarely performed in large-scale discovery
studies, because there is no established way of doing it
apart from calculating the full phonon band structure
[25], which is a time-consuming task. At the same time,
the importance of incorporating such tests is in fact
unclear; that is, it is not known how much symmetry-
breaking distortions generally influence the properties
of a materials.

A straightforward strategy to generate potentially
stable structures from dynamically unstable ones, is
to displace the atoms along an unstable phonon
mode using a supercell that can accommodate the
distortion. This approach has previously been adopted
to explore structural distortions in metallic system
[26] in bulk perovskites [27, 28] and one-dimensional
organometallic chains [29]. However, systematic
studies of structural instabilities in 2D materials, have
so far been lacking.

In this work, we perform a systematic study
of structural distortions across a broad class of
2D crystals, and explore a machine learning-based
approach to DS classification. Throughout, we focus on
the most common case of small-period, commensurate
distortions that can be accommodated in a 2 × 2
repetition of the primitive cell of the high-symmetry
phase. We shall refer to the test for the occurrence
of such distortions as the Center and Boundary
Phonon (CBP) protocol. The motivation behind the
present work is fourfold: (i) To assess the reliability
of the CBP protocol (which is currently used for
DS classification in the Computational 2D Materials
Database (C2DB)[30, 31]). (ii) To elucidate the
effect of symmetry-breaking distortions on the basic
electronic properties of crystals. (iii) To obtain the DS
phases of a set of dynamically unstable 2D materials
that were originally generated by combinatorial lattice
decoration, and make them available to the community
via the C2DB. (iv) To explore the viability of a machine
learning based classification scheme for predicting DS
using input from a DFT calculation of the undistorted
high-symmetry phase.

The paper is structured as follows. In Section 2
we describe the CBP protocol. We first benchmark
the CBP protocol against full phonon band structure
calculations and evaluate its statistical success rate.
For 137 dynamically unstable 2D materials, we further
analyse how the small-period distortions that stabilise
the materials influence their electronic properties.
Section 3 concludes the paper.
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Figure 1. Workflow to test for dynamical stability of (two-
dimensional) crystals in high-throughput computational studies.
In a first step, a machine learning classification algorithm is used
to filter out unstable crystals at minimal computational cost.
The stability of the remaining crystals are assessed using the
CBP protocol. Only materials predicted to be stable by the
CBP protocol continue to the characterisation workflow.

2. Results and discussion

This section presents and discusses the results of the
CBP protocol and the connection with the machine
learning predictions. Together they will increase the
success rate of finding dynamically stable material
within the C2DB workflow (see Figure (1)).

2.1. The CBP protocol: Stability test

Given a material that has been relaxed in some unit
cell (from hereon referred to as the primitive unit cell),
the CBP protocol proceeds by evaluating the stiffness
tensor of the material and the Hessian matrix of a
supercell obtained by repeating the primitive cell 2×2
times. In the current work, the stiffness tensor is
calculated as a finite difference of the stress under an
applied strain, while the Hessian matrix is calculated
as a finite difference of the forces on all the atoms of
the 2× 2 supercell under displacement of the atoms in
one primitive unit cell (this is equivalent to calculating

the phonons at the center and specific high symmetry
points at boundary of the BZ of the primitive cell, see
Fig. (4). Next, the stiffness tensor and the Hessian
matrix are diagonalised, and the eigenvalues are used
to infer a structural stability. A negative eigenvalue of
the stiffness tensor indicates an instability of the lattice
(the shape of the unit cell) while a negative eigenvalue
of the 2×2 Hessian signals an instability of the atomic
structure. The obvious question here, is whether it
suffices to consider the Hessian of the 2 × 2 supercell,
or equivalently consider the phonons at the BZ center
and boundaries.

We can distinguish three possible outcomes when
comparing the CBP protocol against full phonon
calculations (see Figure (2)), namely a true positive
result where the material is predicted to be stable by
both the CBP protocol and a full phonon calculation,
a true negative result where the material is predicted
to be unstable by both the CBP protocol and a full
phonon calculation, and a false positive result where
the material is predicted to be stable by the CBP
protocol, but a full phonon calculation would find the
material to be unstable. The false positive case occurs
when a material is stable in a 2 × 2 supercell, but
unstable if allowed to distort in a larger cell. Our
results show that such large-period distortions which
do not show as distortions in a 2× 2 cell, are relatively
rare (see Section 2.3). We note that the case of a
false negative is not possible, because a material that
is unstable in a 2× 2 cell is de facto unstable.

2.2. The CBP protocol: Structure generation

Here we outline a simple procedure to generate
distorted and potentially stable structures from an
initial dynamically unstable structure. The basic idea
is to displace the atoms along an unstable phonon mode
followed by a relaxation. In practice, the unstable
mode is obtained as the eigen function corresponding
to a negative eigenvalue of the Hessian matrix of the
2× 2 supercell. The procedure is illustrated in Figure
(3) for the well known T-T’ phase transition of MoS2
[13]. The left panel shows the atomic structure and
phonon band structure of monolayer MoS2 in the T-
phase. Both the primitive unit cell (black) and the 2×2
supercell (orange) are indicated. The CBP method
identifies an unstable mode at the BZ boundary (M
point). After displacing the atoms along the unstable
mode, a distorted structure is obtained, which after
relaxation leads to the dynamically stable T’-phase of
MoS2 shown in the right panel.

In this work, we have applied the CBP protocol
systematically to 137 dynamically unstable 2D materi-
als. The 137 monolayers were selected from the C2DB
according to the following two criteria: First, to ensure
that all materials are chemically ”reasonable”, only
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Figure 2. Phonon band structure for monolayer MoS2 in the H-phase (left), NbSSe (middle), and MoS2 in the T-phase (right).
Note that imaginary phonon frequencies are represented by negative values. The CBP protocol (orange dots) is sufficient to conclude
that a material is dynamically stable (unstable) in the situations depicted in the left (right) panels. In contrast, when the relevant
distortion requires a supercell larger than a 2 × 2, and the phonon frequencies are real at the center and boundary of the BZ, the
CBP protocol will result in a false positive result.
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Figure 3. The CBP protocol captures the instability of the T-phase (left) of MoS2. Both the primitive unit cell (black) and the
2 × 2 supercell (orange) are shown. Displacing the atoms along the unstable TA mode at the M-point (q = ( 1

2
, 0)), which can be

accommodated in the 2 × 1 supercell, and subsequently relaxing the structure results in the dynamically stable T’-phase (right).

materials with a low formation energy were selected.
Specifically, we require that ∆Hhull < 0.2 eV/atom,
where ∆Hhull is the energy above the convex hull de-
fined by the most stable (possibly mixed) bulk phases

of the relevant composition [32, 31]. Secondly, we con-
sider only materials with exactly one unstable mode,
i.e. one negative eigenvalue of the Hessian matrix at
a given q-point. We stress that the latter condition is
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not strictly necessary but was adopted here to limit
the number of materials. When two or more unstable
modes exist there is not a unique way to distort the
structure. One possibility is to push along the linear
combination of modes yielding the distorted structure
with the highest symmetry [26]. However, it is not clear
that imposing high symmetry is the best strategy for
finding a DS structure. For the few cases with multiple
unstable modes that we have analysed, we have found
that pushing along the most unstable eigenmode (the
one with the most negative eigenvalue) often yields a
DS structure, like in the case of T-MoS2.

For the 137 dynamically unstable materials we
displaced the atoms along the (unique) unstable mode.
The size of the displacement was chosen such that
the maximum atomic displacement was exactly 0.1
Å. This displacement size was chosen based on the
MoS2 example discussed above, where it results in a
minimal number of subsequent relaxation steps. A
smaller value does not guarantee that the system leaves
the saddle point, while a larger value creates a too
large distortion resulting in additional relaxation steps.
During relaxation the unit cell was allowed to change
with no symmetry constraints and the relaxation was
stopped when the forces on all atoms were below 0.01
eV / Å.

2.3. Assessment of the CBP protocol

To test the validity the CBP protocol, we have
performed full phonon calculations for a set of 20
monolayers predicted as dynamically stable by the
CBP protocol. The 20 materials were randomly
selected from the C2DB and cover 7 different crystal
structures. Out of the 20 materials 10 are metals
and 10 are insulators/semiconductors. The calculated
phonon band structures are reported in the supporting
information (SI). For all materials, the phonon
frequencies obtained with the CBP protocol equal
the frequencies of the full phonon band structure at
the q-points q ∈ {(0, 0), ( 12 , 0), (0,

1
2 ), (

1
2 ,

1
2 )}. This

is expected as the phonons at these q-points can be
accommodated by the 2× 2 supercell.

Within the set of 20 materials, we find three
False-positive cases, namely CoTe2, NbSSe, and TaTe2.
These materials exhibit unstable modes (imaginary
frequencies or equivalently negative force constant
eigenvalues) in the interior of the BZ (NbSSe and
TaTe2) or at the K-point (CoTe2), while all phonon
frequencies at the q-points covered by the CBP
protocol, are real. A simple interpolation of the
frequencies is not enough to catch an instability at
internal points of BZ (see Figure S1) because a
supercell larger than a 2x2 is needed to catch these
distortions, like in the case of 2H-CoTe2 (see Figure
S2). This relatively low percentage of False-positives

in our representative samples is consistent with the
work by Mounet et al. [25] who computed the full
phonon band structure of 258 monolayers predicted
to be (easily) exfoliable from known bulk compounds.
Applying the CBP protocol to their data yields 14
False-positive cases; half of these are transition metal
dichalcogenides (TMDs) with Co, Nb or Ta.

We note that the small imaginary frequencies in
the out of plane modes around the Γ-point seen in some
of the phonon band structures are not distortions, but
are rather due to the interpolation of the dynamical
matrix. In particularly, these artifacts occur because
of the broken crystal point-group symmetry in the
force constant matrix and they will vanish if a larger
supercell is used or the rotational sum rule is imposed
[33, 34] or higher-order multipolar interactions are
included [35].

2.4. Stable distorted monolayers

The 137 dynamically unstable materials, which were
selected from the C2DB according to the criteria
described in Section 2.2, can be divided into two groups
depending on whether the eigenvalues of the Hessian
at the wave vectors qx = ( 12 , 0), qy = (0, 12 ) and qxy =
( 12 ,

1
2 ), are equal or not. Equality of the eigenvalues

implies an isotropic Hessian. For such materials, we
generate distorted structures by displacing the atoms
along the unstable mode at qx = ( 12 , 0), followed
by relaxation in a 2 × 1 supercell. In the case of
an anisotropic Hessian, in general, it may exist a
particular combination of q-vectors that stabilizes the
system. Here, we were interested in finding a general
method to generate DS structures in a high-throughput
way and therefore, we decided to displace only at
qxy = ( 12 ,

1
2 ) in a 2× 2 supercell.

After atomic displacement and subsequent relax-
ation, the CBP protocol was applied again to test for
dynamical stability of the distorted structures. His-
tograms of the minimum eigenvalue, min(ω̃2

qλ), of the
Hessian matrix at q for the unstable mode λ, are shown
in Figure (4) with the materials before and after atomic
displacement shown in the upper and lower panels, re-
spectively. Negative eigenvalues, corresponding to un-
stable materials, are shown in red while positive eigen-
values are shown in green. We removed the three trans-
lational modes with eigenvalues close to zero before ex-
tracting min(ω̃2

qλ). Out of the 137 unstable materials,
49 become dynamically stable (according to the CBP
protocol). By far the highest success rate for generat-
ing stable crystals was found for the isotropic materi-
als (left panel), where 43 out of 91 materials became
stable while only 6 out of the 43 anisotropic materi-
als became stable. In principle, the procedure can be
applied many times to increase the number of the DS
structures, while here, we applied the protocol only
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Figure 4. The 137 dynamically unstable 2D materials studied in this work can be divided into two groups depending on whether
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)} are equal (left panel orange) or different (right

panel different colors). For the first group of materials, the atoms are displaced along the mode at q = ( 1
2
, 0) and relaxed in a 2 × 1

supercell. Starting from 91 unstable materials (red) in the upper panel, 43 (green) become stable (lower panel). For the second
group, displacing along q = ( 1

2
, 1
2

) and relaxing in a 2 × 2 supercell, yields a dynamically stable structure in 6/46 cases.

once for computational reasons. An example where
applying the protocol two times is the case of the 1T-
TiSe2 monolayer in the SI. In that case, the material
is first displaced at qxy = ( 12 ,

1
2 ) in a 2 × 2 supercell.

Then the unstable material obtained is again displaced
along one of the two degenerate modes at Γ and the
final structure with the experimentally known CDW
state [20] is obtained.

A wide range of elementary properties of the 49
distorted, dynamically stable materials were computed
using the C2DB workflow (see Table 1 in [31] for
a complete list of the properties). The atomic
structures together with the calculated properties are
available in the C2DB. Table 1 provides an overview
of the symmetries, minimal Hessian eigenvalues, total
energies, and electronic band gap of the 49 materials
before and after the distortion.

Apart from the reduction in symmetry, the
distortion also lowers the total energy of the materials.

An important descriptor for the thermodynamic
stability of a material is the energy above the convex
hull, ∆Hhull. Figure 5 shows a plot of ∆Hhull before
and after the distortion of the 49 materials. The
reduction in energy upon distortion ranges from 0 to
0.2 eV/atom. In fact, several of the materials come
very close to the convex hull and some even fall onto the
hull, indicating their global thermodynamic stability
(at T = 0 K) with respect to the reference bulk phases.
We note that all DFT energies, including the reference
bulk phases, were calculated using the PBE xc-
functional, which does not account for van der Waals
interactions. Accounting for the vdW interactions will
downshift the energies of layered bulk phases and thus
increase ∆Hhull for the monolayers slightly. This effect
will, however, not influence the relative stability of the
pristine and distorted monolayers, which is the main
focus of the current work. Another characteristic
trend observed is the opening/increase of the electronic
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Material Space group - Wyckoff ∆Hhull [eV/atom] min(ω̃2
qλ) [eV/Å2] εPBE

gap [eV]

before after before after before after before after

AgBr2 164-bd 14-ae 0.05 0.00 -1.01 0.00 0.00 0.00
AgCl2 164-bd 14-ae 0.05 0.00 -2.60 0.06 0.00 0.00
AsClTe 156-ac 156-abc 0.19 0.02 -0.51 0.25 1.29 1.48
CdBr 164-ad 13-d 0.18 0.07 -1.00 0.03 0.00 1.28
CdCl 164-d 164-cd 0.17 0.04 -0.74 0.17 0.00 1.67
CoSe 164-bd 25-acgh 0.05 0.03 -4.82 0.09 0.00 0.00
CrBrCl 156-abc 7-a 0.11 0.06 -0.98 0.15 0.00 0.64
CrBr2 164-bd 14-de 0.10 0.06 -0.59 0.07 0.00 0.49
CrCl2 164-bd 14-be 0.11 0.05 -1.87 0.15 0.00 0.76
CrSSe 156-abc 6-ab 0.15 0.09 -9.75 0.71 0.00 0.00
CrS2 164-bd 11-e 0.18 0.05 -15.62 0.74 0.00 0.00
CrSe2 164-bd 11-e 0.14 0.05 -12.17 0.77 0.00 0.00
CrTe2 164-bd 11-e 0.02 0.01 -1.71 0.08 0.00 0.00
CrPS3 162-dek 11-ef 0.09 0.03 -3.13 0.00 0.00 0.34
FePSe3 162-dek 11-fe 0.13 0.12 -0.42 0.04 0.13 0.13
FeSe2 187-bi 187-eg 0.15 0.00 -2.04 0.00 0.00 0.00
HfBrCl 156-abc 6-ab 0.14 0.03 -9.61 0.40 0.00 0.82
HfBrI 156-abc 6-ab 0.22 0.05 -10.41 0.39 0.00 0.73
HfBr2 164-bd 11-e 0.14 0.04 -10.21 0.41 0.00 0.8
HfCl2 164-bd 11-e 0.14 0.04 -8.51 0.38 0.00 0.85
HgSe 164-d 10-mn 0.11 0.04 -0.83 0.04 0.08 0.37
HgTe 164-d 10-mn 0.11 0.04 -0.61 0.04 0.08 0.37
InTe 164-d 129-c 0.18 0.10 -0.41 0.23 0.00 0.00
InBrSe 59-ab 59-ab 0.03 0.02 -0.50 0.04 1.23 1.23
InSe 187-hi 187-hi 0.00 0.00 -0.28 0.01 1.39 1.39
MoSeTe 156-abc 6-ab 0.20 0.08 -10.67 0.69 0.00 0.00
MoTe2 164-bd 11-e 0.17 0.01 -13.23 0.67 0.00 0.00
NbS2 187-bi 187-eg 0.00 0.00 -1.08 0.06 0.00 0.00
NbTe2 187-bi 187-fg 0.00 0.00 -0.37 0.51 0.00 0.00
PdI2 164-bd 14-ae 0.17 0.03 -0.56 0.12 0.00 0.59
RhI2 164-bd 164-ad 0.17 0.17 -0.64 0.04 0.00 0.00
RhO2 164-bd 11-e 0.16 0.15 -2.19 0.65 0.00 0.00
RhTe2 164-bd 11-e 0.11 0.07 -1.67 0.36 0.00 0.13
ScI3 162-dk 14-e 0.00 0.00 -0.25 0.02 1.85 1.85
TiBrCl 156-ac 6-ab 0.05 0.00 -9.15 0.52 0.00 0.29
TiBr2 164-bd 11-e 0.06 0.04 -0.54 0.30 0.00 0.12
TiCl2 164-bd 11-e 0.11 0.00 -9.99 0.53 0.00 0.32
TiO2 164-bd 11-e 0.14 0.12 -1.96 0.47 2.70 2.85
TiS2 187-bi 31-a 0.14 0.14 -0.49 0.00 0.73 0.79
TiPSe3 162-dek 2-i 0.16 0.00 -1.24 0.00 0.00 0.00
VTe2 164-bd 11-e 0.02 0.00 -1.05 0.38 0.00 0.00
ZrBrCl 156-abc 6-ab 0.12 0.02 -8.05 0.40 0.00 0.59
ZrBrI 156-abc 6-ab 0.15 0.02 -8.89 0.38 0.00 0.48
ZrBr2 164-bd 11-e 0.11 0.00 -8.65 0.47 0.00 0.59
ZrClI 156-abc 6-ab 0.19 0.07 -8.69 0.26 0.00 0.48
ZrCl2 164-bd 11-e 0.11 0.03 -7.13 0.46 0.00 0.60
ZrI2 164-bd 11-e 0.14 0.00 -8.59 0.48 0.00 0.43
ZrS2 187-bi 31-a 0.19 0.18 -0.80 0.15 0.96 1.13

Table 1. Some of the calculated properties of the subset of the 137 materials that became dynamically stable after displacing the
atoms along an unstable phonon mode. The properties are shown before and after the distortion, i.e. for the original dynamically
unstable structures and the final dynamically stable structures, respectively.

band gap. The increase of the single-particle band gap
is expected to be related to the total energy gained
by making the distortion. Figure 6 shows the relation
between the two quantities. Simplified models, for
low dimensional systems and weak electron-phonon
coupling, predict a proportionality between these two
quantities [36]. From our results it is clear that there is
no universal relationship between the change in band
gap and total energy. In particular, several of the
metals show large gain in total energy while the gap

remains zero.
It is interesting that 21 of the distorted and

dynamically stable materials exhibit direct band
gaps when a tolerance of 0.1 eV is employed for
the difference between the direct and indirect gap.
Atomically thin direct band gap semiconductors are
highly relevant as building blocks for opto-electronic
devices, but only a hand full of such materials are
known to date e.g. monolayers of the Mo- and W-
based transition metal dichalcogenides [37, 38] and
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Figure 6. The average energy gain for the new stable materials
is 0.067 eV / atom and the average gap opening is 0.29 eV.

black phosphorous [39]. As an example of a monolayer
material that drastically changes from a metal to a
direct band gap semiconductor upon distortion, we
show the band structure of CdBr in Figure 7. The
initial unstable metallic phase of the material becomes
dynamically stable upon distortion and opens a direct
band gap of 1.28 eV at the C point.

2.5. Machine learning dynamical stability

We next attempt to accelerate the dynamic stability
prediction using the machine learning model outlined
in Section 3.2.

As an introductory exercise we consider the
correlation between dynamical stability and five
elementary materials properties, namely the energy
above the convex hull, the PBE band gap, the DOS
at the Fermi level, the total energy per atom, and heat
of formation. Figure 8 shows the distribution of these
properties over the 3295 2D materials. The materials
have been split into dynamically stable (blue) and
dynamically unstable materials (orange), respectively.
There is a clear correlation between dynamical stability
and the first three materials properties shown in
panels a-c. In particular, dynamically stable materials
are closer to the convex hull, have larger band gap,
and lower DOS at EF as compared to dynamically
unstable materials. The observed correlation with
∆Hhull is consistent with previous findings based on
phonon calculations [31]. In contrast, no or only
weak correlation is found for the last two quantities
in panels d-e. These five properties were used as a low-
dimensional feature vector for training an XGBoost
machine learning model that will serve as a baseline
for a model trained on the higher dimensional RAD-
PDOS representation described in Sec. 3.2.

To evaluate the performance of our model we
employ the receiver operating characteristic (ROC)
curve. The ROC curve maps out the number
of materials correctly predicted as unstable as a
function of the number of materials incorrectly labelled
as unstable, and it is calculated by varying the
classification tolerance of the model. The area under
the curve(AUC) is a measure of the performance of the
classifier. Random guessing would amount to a linear
ROC curve with unit slope, shown in Fig. 9 by the
dashed grey line, and correspond to an AUC of 0.5
whereas a perfect classification model would have an
AUC of 1. When calculating the ROC curve of our
dynamic stability classifier we employ ten fold cross-
validation (CV). This allows us to obtain a mean ROC
curve and its standard deviation, which we then use to
evaluate the performance of our model.

The results from the machine learning model is
shown in Fig. 9. The mean ROC curve is shown
in blue in Fig.9a; it achieves an excellent 10-fold CV
AUC of 0.90 ± 0.01. This suggests that the XGBoost
model is able to efficiently detect the dynamically
unstable materials in the C2DB. We quantify the
effect of the RAD-PDOS fingerprints by comparing the
performance of the full model with a model trained on
the low-dimensional fingerprint. We observe that the
effect on including the RAD-PDOS in the fingerprint is
statistically significant raising the AUC from 0.82±0.01
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Figure 7. Extreme case of gap opening for the new stable material (CdBr) where the difference in the gap between the initial
unstable metallic phase and the final structure is 1.28 eV.

to 0.90 ± 0.01. The relative impact of the RAD-
PDOS fingerprints is shown in the feature importance
evaluation in Fig. 9c. Here feature importance refers
to how many times a feature is used to perform a
split in the decision trees, and the feature importance
have been summed for the six different components
of the RAD-PDOS fingerprints, i.e. summing the
radial distance and energy axes of the fingerprint. The
vertical dashed black line shows the feature importance
of random noise for reference. We observe that
especially the RAD-PDOS ss fingerprint leads to many
splits in the gradient boosted trees. Part of the
importance is explained by the number of non-zero
features in the fingerprints. For the materials without
d-orbital electrons, the sd, pd and dd fingerprints will
be all zero, while the ss, sp and pp will have fewer
zero-valued features and thus more features to use for
splits in the trees.

Because of the strong performance of the model,
we envision that it can be deployed directly after the
initial relaxation step of a high-throughput workflow
to reduce the number of phonon calculations needed
to remove the dynamically unstable materials as de-
picted in Figure 1. The ML model does not replace
the phonon calculation but is merely used to avoid

performing expensive phonon calculations for materi-
als that can be labelled unstable by the ML model.
Depending on the number of stable candidates that
one is willing to falsely label as unstable, it is possible
to save a significant amount of phonon-calculations by
pre-screening with the ML model. The willingness to
sacrifice materials is controlled by the classification tol-
erance. The trade-off between the number of unstable
materials removed and the number of stable materials
lost is directly mapped out by the ROC curve. In Fig.
9b we have indicated the classification thresholds where
we discard 5%, 10% and 20 % of the stable materials,
and we observe that we can save 56± 9%, 70± 6% and
85 ± 3% of the computations for the three thresholds,
respectively.

As an additional test of the machine learning
model we apply it to the set of the 137 dynamically
unstable materials that were investigated using the
CBP protocol in the first part of the paper. The
dynamical stability of the materials is evaluated by
the ML model both before and after being pushed
along an unstable mode (recall that before the push
all the 137 materials are unstable; after the push the
subset of 49 materials listed in Table 1 become stable
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while the other materials remain unstable). It is found
that before the push 56% of the unstable materials are
labeled correctly. After the push, only 29% of the
unstable materials are labelled as unstable while the
accuracy of the stable materials are 72%. Overall, the
ML model performs worse on this test set than on a
randomly selected test set from the original data set.
An obvious explanation is that the 137 materials were
selected according to (i) low energy above the convex
hull (∆Hhull < 0.2 eV/atom) and (ii) dynamically
unstable. As seen from Fig. 8a such materials are
highly unusual and not well represented by the set of
materials used to train the model.

In conclusion, we have performed a systematic
study of structural instabilities in 2D materials. We
have validated a simple protocol (here referred to as the
CBP protocol) for identifying dynamical instabilities
based on the frequency of phonons at the center and
boundary of the BZ. The CBP protocol correctly
classifies 2D materials as dynamically stable/unstable
in 261 out of 278 cases [25] and is ideally suited for
high-throughput studies where the computational cost
of evaluating the full phonon band structure becomes
prohibitive.

For 137 dynamically unstable monolayers with
low formation energies, we displaced the atoms along
an unstable phonon mode and relaxed the structure
in a 2 × 1 or 2 × 2 supercell. This resulted in
49 distorted, dynamically stable monolayers. The
success rate of obtaining a dynamically stable structure
from this protocol was found to be significantly
higher for materials with only one unstable phonon
mode as compared to cases with several modes.
In the latter case, the displacement vector is not
unique and different choices generally lead to different,
(dynamically unstable) structures. The 49 stable
structures were fully characterised by an extensive
computational property workflow and the results are
available via the C2DB database. The properties of
the distorted structures can deviate significantly from
the original high symmetry structures, and we found
only a weak, qualitative relation between the gain in
total energy and band gap opening upon distortion.
Finally, we trained a machine learning classification
model to predict the dynamical stability using a
radially decomposed projected density of states (RAD-
PDOS) representation as input and a gradient boosting
decision tree ensemble method (XGBoost) as learning
algorithm. The model achieves an excellent ROC-
AUC score of 0.90 and lends itself to high-throughput
assessment of dynamical stability.

3. Methods

3.1. Density functional theory calculations

All phonon calculations were performed using the
asr.phonopy recipe of the Atomic Simulation Recipes
(ASR) [40], which makes use of the Atomic Simulation
Environment (ASE) [41] and PHONOPY [42]. The
DFT calculations were performed with the GPAW
[43] code and the Perdew-Burke-Ernzerhof (PBE)
exchange-correlation functional [44]. The BZ was
sampled on a uniform k-point mesh of density of 6.0
Å2 and the plane wave cutoff was set to 800 eV. To
evaluate the Hessian matrix, the small displacement
method was used with a displacement size of 0.01 Å
and forces were converged up to 10-4 eV/Å. The non-
analytical force constants were not included because we
saw that they do not have any effect on the minimum
eigenvalues of the hessian. To benchmark the CBP
protocol, we compare to full phonon band structures.
In these calculations, the size of the supercell is chosen
such that the Hessian matrix includes interactions
between pairs of atoms within a radius of at least 12 Å.
(This implies that the supercell must contain a sphere
of radius 12 Å). The spacegroup of the materials before
and after applying the protocol, were calculated with
spglib [45], with a symmetry threshold of 0.1 Å, a value
also used in a similar study [26].

3.2. Machine learning method

Below we describe the machine learning algorithm that
we have developed and assessed in an attempt to
accelerate the prediction of dynamic instabilities. Our
choice of machine learning algorithm is the library,
XGBoost [46], due to its robustness and flexibility,
while being a simpler model compared to neural
network methods. XGBoost is a regularized high-
performance implementation of gradient tree boosting,
which makes predictions based on an ensemble of
gradient boosted decision trees. The decision trees
of the ensemble are grown sequentially while learning
from the mistakes of the previous trees by minimizing
the loss function through gradient descent. This loss
function is regularized to reduce the complexity of
the individual decision trees which reduces the risk of
overfitting. In contrast, in the widely used decision tree
ensemble model Random Forest, the decision trees are
grown independently and without any regularization.
The dataset used is a subset of C2DB and consists
of 3295 materials, which does not include the 137
distorted materials identified in the first part of
the paper (as these will be used as a particularly
challenging test case for the model performance). As
input for the model we use the radially projected
density of states (RAD-PDOS) material fingerprints
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[47]. The RAD-PDOS starts from the wave functions
projected onto the atomic orbitals (ν) of all the atoms
(a) of the crystal, ρaνnk = |⟨ψnk|aν⟩|2. For each state,
these projections are then combined into a radially
distributed orbital pair correlation function,

ρνν
′

nk (R) =
∑
aa′

ρaνnkρ
a′ν′

nk G
(
R− |Ra −Ra′ |; δR

)
× exp (−αRR) (1)

Finally, the radial functions are distributed on an
energy grid,

ρνν
′
(R,E) =

∑
nk

ρνν
′

nk (R)G
(
E − (εnk − EF ); δE

)
× exp (−αER) , (2)

where G(x; δ) is a Gaussian of width δ centered at
x = 0. For the materials in the dataset, the s, p, and
d orbitals lead to six unique components of the RAD-
PDOS fingerprint (νν′ = {ss, sp, sd, pp, pd, dd}). The
fingerprint involves some hyperparameters for which
we use the values Emin = −10eV, Emax = 10eV, NE =
25, δE = 0.3eV, αE = 0.2eV−1, Rmin = 0, Rmax =

5Å, NR = 20, δR = 0.25Å, αR = 0.33Å
−1

.
In addition to the RAD-PDOS fingerprint, we

consider a low-dimensional fingerprint consisting of five
features, namely the PBE electronic band gap (εPBE

gap ),
crystal formation energy (∆H), density of states at
the Fermi level (DOS@EF ), energy above the convex
hull (∆Hhull) and the total energy per atom in the
unit cell. The low-dimensional fingerprint is used to
train a ”baseline” ML model that we use to benchmark
the performance of the ML model based on the more
involved RAD-PDOS fingerprint. Common to all the
features considered is that they are obtained from a
single DFT calculation and thus are much faster to
compute that the phonon frequencies. The gradient
boosting model introduces several hyperparameters
such as depth of the trees, learning rate, minimum loss
gain to perform a split and minimum weights in tree
leafs. These parameters are optimized using Bayesian
optimization where a Gaussian process is fitted to
the mean test ROC-AUC of a 10-fold cross-validation.
The XGBoost classification model is in fact a logistic
regression model, i.e. the output of the model is a
number between 0 and 1 which is interpreted as a
probability. In our case, 0 (1) refers to a dynamically
stable (unstable) material.

4. Data availability

All the crystal structures and properties will be avail-
able in the C2DB (https://doi.org/10.11583/DTU.1461
6660.v1).
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K F 2015 Nature Nanotechnology 10 765–769
[15] Ugeda M, Bradley A, Zhang Y, Onishi S, Chen Y, Ruan

W, Ojeda-Aristizabal C, Ryu H, Edmonds M, Tsai H Z,



Predicting and machine learning structural instabilities in 2D materials 13

Riss A, Mo S, Lee D, Zettl A, Hussain Z, Shen Z X and
Crommie M 2016 Nature Physics 12 92–97 ISSN 1745-
2473

[16] Yang Y, Fang S, Fatemi V, Ruhman J, Navarro-Moratalla
E, Watanabe K, Taniguchi T, Kaxiras E and Jarillo-
Herrero P 2018 Phys. Rev. B 98(3) 035203

[17] Yu Y, Yang F, Lu X F, Yan Y J, Cho Y H, Ma L, Niu X,
Kim S, Son Y W, Feng D, Li S, Cheong S W, Chen X H
and Zhang Y 2015 Nature Nanotechnology 10 270–276
ISSN 1748-3395

[18] Ryu H, Chen Y, Kim H, Tsai H Z, Tang S, Jiang J, Liou F,
Kahn S, Jia C, Omrani A A, Shim J H, Hussain Z, Shen
Z X, Kim K, Min B I, Hwang C, Crommie M F and Mo
S K 2018 Nano Letters 18 689–694

[19] Ge Y and Liu A Y 2012 Phys. Rev. B 86(10) 104101
[20] Sugawara K, Nakata Y, Shimizu R, Han P, Hitosugi T, Sato

T and Takahashi T 2016 ACS Nano 10 1341–1345
[21] Wang H, Chen Y, Duchamp M, Zeng Q, Wang X, Tsang

S H, Li H, Jing L, Yu T, Teo E H T and Liu Z 2018
Advanced Materials 30 1704382

[22] Zhu J, Wang Z, Yu H, Li N, Zhang J, Meng J, Liao M,
Zhao J, Lu X, Du L, Yang R, Shi D, Jiang Y and Zhang
G 2017 Journal of the American Chemical Society 139
10216–10219

[23] Wang L, Xu Z, Wang W and Bai X 2014 Journal of the
American Chemical Society 136 6693–6697

[24] Krishnamoorthy A, Bassman L, Kalia R K, Nakano A,
Shimojo F and Vashishta P 2018 Nanoscale 10(6) 2742–
2747

[25] Mounet N, Gibertini M, Schwaller P, Campi D, Merkys A,
Marrazzo A, Sohier T, Castelli I E, Cepellotti A, Pizzi G
and Marzari N 2018 Nature Nanotechnology 13 246–252
ISSN 1748-3395

[26] Togo A and Tanaka I 2013 Phys.
Rev. B 87(18) 184104 URL
https://link.aps.org/doi/10.1103/PhysRevB.87.184104

[27] Patrick C E, Jacobsen K W and Thygesen K S 2015 Phys.
Rev. B 92(20) 201205

[28] Yang R X, Skelton J M, da Silva E L, Frost J M and Walsh
A 2020 The Journal of Chemical Physics 152 024703

[29] Kayastha P and Ramakrishnan R 2021 The Journal of
Chemical Physics 154 061102

[30] Haastrup S, Strange M, Pandey M, Deilmann T, Schmidt
P S, Hinsche N F, Gjerding M N, Torelli D, Larsen P M,
Riis-Jensen A C, Gath J, Jacobsen K W, Mortensen J J,
Olsen T and Thygesen K S 2018 2D Materials 5 042002

[31] Gjerding M, Taghizadeh A, Rasmussen A, Ali S, Bertoldo F,
Deilmann T, Holguin U, Knøsgaard N, Kruse M, Manti
S et al. 2021 2D Materials 8 044002

[32] https://cmr.fysik.dtu.dk/c2db/c2db.html

[33] Eriksson F, Fransson E and Erhart P Advanced Theory and
Simulations 2 1800184

[34] Carrete J, Li W, Lindsay L, Broido D A,
Gallego L J and Mingo N 2016 Materi-
als Research Letters 4 204–211 (Preprint
https://doi.org/10.1080/21663831.2016.1174163)
URL https://doi.org/10.1080/21663831.2016.1174163

[35] Royo M, Hahn K R and Stengel M 2020
Phys. Rev. Lett. 125(21) 217602 URL
https://link.aps.org/doi/10.1103/PhysRevLett.125.217602

[36] Rossnagel K 2011 Journal of Physics:
Condensed Matter 23 213001 URL
https://doi.org/10.1088/0953-8984/23/21/213001

[37] Mak K F, Lee C, Hone J, Shan J and Heinz T F 2010
Physical Review Letters 105 136805

[38] Manzeli S, Ovchinnikov D, Pasquier D, Yazyev O V and
Kis A 2017 Nature Reviews Materials 2 1–15

[39] Liu H, Neal A T, Zhu Z, Luo Z, Xu X, Tománek D and Ye
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Discovery of high-performance materials remains one of the most active areas in photovoltaics
(PV) research. Indirect band gap materials form the largest part of the semiconductor chemical
space, but predicting their suitability for PV applications from first principles calculations remains
challenging. Here we propose a computationally efficient method to account for phonon assisted
absorption across the indirect band gap and use it to screen 127 experimentally known binary semi-
conductors for their potential as thin film PV absorbers. Using screening descriptors for absorption,
carrier transport, and nonradiative recombination, we identify 28 potential candidate materials.
The list, which contains 20 indirect band gap semiconductors, comprises both well established (3),
emerging (16), and previously unexplored (9) absorber materials. Most of the new compounds are
anion rich chalcogenides (TiS3, Ga2Te5) and phosphides (PdP2, CdP4, MgP4, BaP3) containing
homoelemental bonds, and represent a new frontier in PV materials research. Our work highlights
the previously underexplored potential of indirect band gap materials for optoelectronic thin-film
technologies.

I. INTRODUCTION

Renewable electricity produced by photovoltaics (PV)
is likely to become a cornerstone of a future sustain-
able and climate-neutral energy system. Although the
current PV technology is mainly based on silicon (Si)
wafer solar cells (26.7% efficiency)[1, 2], thin film tech-
nologies have distinct advantages such as mechanical flex-
ibility, reduced material usage, potential for low-cost,
low-temperature processing, and integration with exist-
ing Si technology in tandem solar cells. After decades
of research and device optimization various thin film ab-
sorber materials, like GaAs (29.1%), CdTe (22.1%), InP
(24.2%), CIGS (23.4%), etc.[1, 3–5] have reached effi-
ciencies comparable to the Si-based technology. Most
recently, hybrid lead-halide perovskite (MAPbI3) has
emerged as an additional PV candidate material with
a record efficiency of 25.8% [6].

Although promising, the thin film PV materials still
suffer from major drawbacks associated with low ma-
terial abundance (In, Ga), toxicity (Cd, As, Pb), and
long-term device stability under ambient conditions (hy-
brid perovskites), which hinder their large-scale deploy-
ment. As such, the discovery of new (thin-film) PV ma-
terials remains a relevant and timely challenge. Within
the PV literature, the most widely used selection-metric
for absorber materials is the electronic band gap. In-
deed, Shockley and Queisser demonstrated that thermo-
dynamic detailed balance sets an upper limit to the power

∗ jibka@dtu.dk
† thygesen@fysik.dtu.dk

conversion efficiency (PCE) of a semiconductor given
solely by its band gap.[7] More realistic PV descriptors
have been developed by invoking further physical prop-
erties like the optical absorption coefficient, the carrier
mobility, and internal quantum efficiency, along with de-
vice related aspects such as film thickness, light-trapping
schemes, etc.[8–11]

Recently, the substantial increase in computer power
along with improvements in theoretical methods have
ushered in an era where it is possible to screen for
new materials faster, cheaper, and more rationally than
the traditional approach based on experimental trial
and error. In particular, high-throughput density func-
tional theory (DFT) calculations have been employed to
identify suitable PV candidate materials.[12–18] Indirect
band gap semiconductors, which occupy a major portion
of the semiconductor space, have mostly been ignored
in these studies. This is because indirect gap materials
will absorb photons less efficiently around the band gap,
which is likely to lead to low PCE in thin film devices.
On the other hand, it has been argued that a small indi-
rect gap might be beneficial for PV applications due to
reduced radiative recombination.[19, 20] This situation
clearly calls for a clarification.

The major bottleneck in evaluating the PV perfor-
mance of an indirect band gap semiconductor from first-
principles, is modeling indirect absorption. This is a
higher order process involving one or several phonons (or
defects or free carriers) in addition to the photon. Such
calculations are very demanding. As a consequence, ab-
initio calculations of momentum-indirect absorption has
so far been limited to a few materials[21–29].

In this work, we propose an approximate method to
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evaluate phonon-assisted absorption in indirect band gap
semiconductors, which only involves the Γ-point opti-
cal phonons and therefore is feasible for high-throughput
studies. After establishing the accuracy of the approach
for a few prototypical materials, we use it to evaluate the
key PV performance parameters for 127 stable, binary
semiconductors of which 97 have indirect band gaps. In
addition to already known materials, we identify a num-
ber of new indirect band gap materials that show promis-
ing potential for thin film PV. All the materials along
with their calculated properties are available in an open
online database. To the best of our knowledge, this is
the first high-throughput study evaluating indirect gap
materials for PV, which includes calculation of phonon-
assisted absorption.

II. METHOD

Phonon assisted absorption is a second order process,
which involves a photon-phonon pair satisfying (crystal)
momentum conservation (see Fig.1(a)). Because of the
involved sum over intermediate states and the need to
calculate all the phonons and electron-phonon couplings,
its calculation from first-principles is very demanding.
In this work we use a simplified approach that involves
only the optical Γ-point phonons. Within second order
perturbation theory, the phonon-assisted absorption is
given by,

α(ω) =
4πe2

m2ϵ0c

1

n(ω)ω

1

N2
k

∑
k1k2,c,v,l

|tl,±ck2←vk1
|2δ(Eck2

− Evk1
− ℏω ± ℏωl

q) (1)
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√
nlq
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⟨ψck2 |ê.p|ψβk2⟩⟨ψβk2 |V l(q)|ψvk1⟩
Evk1

− Eβk2
± ℏωl

q

]
(2)

Here ℏω is the energy of the incident photon, l denotes
the phonon mode and q = k2 − k1 its momentum, and
n(ω) is the refractive index of the semiconductor. The
two sums in the square bracket of Eq. (2) correspond
to the two transition pathways denoted ’1’ and ’2’ in
Fig.1(a). The matrix elements appearing in Eq. (2) con-
tain the electron-phonon potential, V l(q), and coupling
to a photon field of polarisation ê, respectively. The
phonon occupation factors, nlq, are given by the Bose-
Einstein distribution.

In our approximation, we assume that scattering on a
(l,q)-phonon can be replaced by scattering on a (l,0)-
phonon (acoustic phonons are disregarded). Specifically,
we keep all transitions in Eq. (2), but make the replace-
ments

ωl
q → ωl

0 (3)

⟨ψck2 |V l(k2 − k1)|ψvk1⟩ → ⟨uck2 |V l(0)|uvk1⟩, (4)

where u is the periodic part of the Bloch function. Our
approximation avoids the computation of the full q-
dependent phonons and electron-phonon couplings and
instead requires these quantities only at the Γ-point. The
efficiency gain is largest for materials with small unit cells
and it becomes exact in the limit of a large unit cell. In
particular, due to band folding, the exact result for any

crystal is obtained by using a supercell containing a suf-
ficiently large number of copies of the primitive cell (al-
though this strategy is inefficient as momentum selection
rules are not exploited). Below we illustrate the perfor-
mance of our approach for the case of bulk silicon, and
refer to the supplementary information (SI) for further
tests (BP, MoS2, MoSe2, etc.), all showing encouraging
results. Details of the DFT calculations can be found in
section V.

Fig. 2(a) shows the phonon-assisted absorption in sil-
icon obtained within our approximate scheme applied to
the Si primitive unit cell (orange - 3 optical phonons in-
cluded) and a supercell containing 2 × 2 × 2 repetitions
of the primitive cell (green - 45 optical phonons). Our
results are compared to experimental data (T = 296K)
and a previous ab-initio result including all phonons.
The theoretical spectra have been shifted horisontally
to match the experimental absorption onset. We have
checked that the use of the LDA and PBE xc-functionals
lead to insignificant changes in the spectrum. While our
2 × 2 × 2 supercell Γ-phonon approach shows excellent
agreement with both sets of reference data, the primitive
unit cell Γ-phonon approach slightly underestimates the
absorption coefficient. Next, we add the first order ab-
sorption coefficient, αdir, (calculated in the random phase
approximation (RPA)) to the indirect absorption coeffi-



3

VBM

CBM

Eg

(1)

(2)

ℏ"

ℏ"!

ℏ"

ℏ"!

0.7 eV < "!"#$%%&'( < 3.0 eV
Non-magnetic 

Γ- phonons ($)* )  
Electron-phonon potentials (%)*)

Refractive index, &($)
GLLBSC band gap ("!"#)
Temperature ()) 

Momentum matrix elements:
*+, ,̂ *-,

Electron-phonon matrix elements: 
*+, %)* *-,

Phonon-assisted absorption
-./0($)

Dielectric constant (RPA)
.($)

Device efficiency (/)
Open-circuit voltage (VOC) 
Short-circuit current (JSC) 

PV materials 
database

OQMD

Relax structure
(PBE-D3)

Binaries @ convex hull
≤ 12 atoms/unit cell

Direct band 
gap?

127 materials

YES

NO

1693 materials

30 materials

97 materials

(a) (b)

FIG. 1. (a) Schematic diagram of phonon-assisted optical absorption. (b) Computational workflow used to evaluate the PV
performance parameters for direct and indirect band gap semiconductors.

cients and evaluate the radiative device PCE, η, as a
function of thickness of the Si absorber, see Fig. 2(b).
Overall, the different descriptions of the indirect absorp-
tion leads to similar PCEs with the most approximate
Γ-phonon description underestimating the PCE by max-
imum 5% relative to experiments. The last two panels
of Fig. 2 show the temperature dependence of the indi-
rect absorption as calculated with the Γ-phonons of the
2×2×2 supercell (c) and primitive cell (d), respectively.
The supercell calculations are in excellent agreement with
the experimental data (dashed lines), except for small de-
viations at temperatures below 100K. The primitive cell
calculations show larger deviations – also at higher T
close to the absorption onset.

The workflow used to calculate the PV performance
parameters is illustrated in Fig. 1(b). For 1693 ther-
modynamically stable elemental and binary compounds
from the Open Quantum Materials Database (OQMD)
with up to 12 atoms/unit cell, we perform structural
relaxations using the PBE[30] xc-functional with D3
corrections[31] to account for van der Waals interactions
(more details can be found in computational details sec-
tion). The data set includes 338 semiconductors[32] for
which we evaluate the band gaps using both the PBE
and the GLLBSC[33] xc-functional. Keeping only non-
magnetic compounds with GLLBSC band gap between
0.7 eV and 3.0 eV, reduces the data set further down
to 127 compounds. For these materials, the complex di-
electric function is calculated in the RPA (this is a first
order response function including only direct momentum-
conserving transitions with local field effects accounted
for). For the 97 semiconductors with indirect band gap,
the phonon assisted absorption coefficient is calculated
using the Γ-phonon approximation in the primitive unit
cell, c.f. Eqs. (1-2). Finally, the PV parameters are eval-

uated from the total absorption coefficient, including first
and second order processes, as described in SI in section
S1.

III. RESULTS AND DISCUSSION

A. Descriptors

The main descriptor used to quantify the potential of
a PV absorber material, is its power conversion efficiency
(PCE), η, which can be expressed as,

η =
max(V [Jsc − J tot

r (e
eV

kBT − 1)])∫∞
0
EIsun(E)dE

(5)

In this expression V is the voltage, Jsc is the short-
circuit current density, J tot

r is total recombination cur-
rent density, and T is the temperature. In the denom-
inator, we have the input power density, where Isun(E)
represents the photon flux from the incident solar spec-
trum (we have used the standard AM1.5G solar spec-
trum). More details can be found in Methodology sec-
tion in SI. Here we stress that the only input required to
obtain η from Eq. (5) in the radiative limit (i.e. when
non-radiative recombination processes are neglected and
thus internal quantum efficiency Qi = 1) is the material’s
absorption spectrum.
In the simplest theory, the absorbance is assumed to be

zero below the band gap and one above. In the radiative
limit this yields the well known Shockley-Queisser (SQ)
limit.[7] Clearly, this description fails to differentiate be-
tween different materials with the same band gap. While
this is a reasonable approximation for bulk cells, a real-
istic description of thin film devices must account for the
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FIG. 2. (a) Comparison of phonon assisted absorption in Si, calculated using the approximation Eqs.(1-2) (green, orange),
previous calculations including all phonons (black), and experimental data at T = 296 K (blue). The corresponding Shockley-
Queisser device efficiencies as a function of film thickness are shown in (b). Here ’dPV’ is the usual thickness of the Si active
layer in PV cells. (c-d) Comparison of calculated phonon-assisted absorption onsets (solid lines) with experimental data (dashed
lines) at different temperatures. In (c) the Γ-phonons of a 2× 2× 2 supercell are used in Eqs.(1-2), while in (d) the Γ-phonons
of the primitive Si unit cell are included. The calculated spectra have been shifted horizontally to match the experimental
absorption onset.

finite thickness and frequency dependent absorption.[8–
10]

A popular PV performance descriptor that invokes
the absorption coefficient is the Spectroscopic Limited
Maximum Efficiency (SLME).[9] The SLME sets J tot

r =
Jrad exp(∆E

dir
g /kBT ) in Eq. (5) to account for non-

radiative recombination. In other words, the effect of an
indirect band gap is taken into account via an increased
non-radiative loss rate. In fact, this can lead to erro-
neous conclusions for indirect band gap materials. For
example, the calculated SLME for Si at 100 µm thick-
ness is only 1%, while the experimental PCE is around
25%. We argue that explicitly accounting for indirect ab-
sorption processes is essential for a proper description of

PV performance parameters across all band gap types. In
particular, given the exact absorption coefficient, Eq. (5)
would yield the exact PCE in the radiative limit. More
detailed discussion is provided in the SI section S3. To
account for non-radiative recombination we use the for-
malism proposed by Blank et al.[10] as discussed later.

B. Si as a case study

Before discussing our high-throughput results, we il-
lustrate the PV analysis in detail for the well known case
of Si. The silicon crystal has an indirect band gap of 1.1
eV, whereas the direct band gap at the Γ-point is 3.0 eV
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(see Fig. 3(a)). Since the first-order absorption coeffi-
cient (e.g. evaluated using the independent particle ap-
proximation, the RPA, or the Bethe-Salpeter Equation),
only includes vertical transitions, it will fail to account
for photon absorption below the direct gap. The effect of
including phonon-assisted transitions in the absorption
coefficient can be seen in Fig. 3(b) (the orange curve
is the same as shown in Fig. 2(a)). While the second-
order processes are weak, they are completely essential
for a correct description of the opto-electronic proper-
ties. In the radiative limit we obtain a PCE of 31.3%
(with phonon-assisted processes) and 4.9% (only first-
order processes) for a 100 µm thick Si film.

To move beyond the radiative approximation one
must account for non-radiative recombination such as
Shockley-Read-Hall recombination[34, 35] and Auger
processes[36]. These are challenging to evaluate from first
principles and to some extent dependent on the sample
quality via the concentration and types of defects in the
material. In addition, there are additional loss channels
that depend on the device architecture, such as surface
and interface recombination. Here we will neglect the lat-
ter types, and only consider the non-radiative processes
taking place within the absorbing layer. To that end,
we follow Blank et al.[10] who proposed a detailed bal-
ance compatible approach where non-radiative processes
are included via the internal luminescence quantum ef-
ficiency, Qi (the ratio of the radiative to the total re-
combination rates inside the material under equilibrium
conditions), which becomes a free parameter, see Section
S1 in SI for more details.

Fig. 3(c) shows the calculated η vs film thickness
for different values of Qi. As expected, with increasing
non-radiative recombination the maximum achievable ef-
ficiency decreases. Perhaps less obvious, also the optimal
thickness (thickness at which η is maximum) decreases
when the non-raditaive recombination increases. This
effect occurs because the optimal thickness occurs ex-
actly when the increase in absorption due to a further

increase in thickness is balanced by the increase in the
non-radiative recombination. The existence of an opti-
mal thickness then follows by noting that the former de-
cays exponentially through the material while the latter
is constant. We obtain an efficiency close to the exper-
imental value (ηexpt) of 25% at optimal film thickness
for Qi around 10−1, see Fig. 3(c). The experimental
value of Qi in the highest-efficiency Si solar cell [2] is
1.6 × 10−2 [4], which implies a maximum efficiency of
about 23%. We ascribe this small underestimation of
the PCE to the Γ-point phonon approximation and to
the fact that the front surface of a real Si solar cell is
textured to promote light scattering and increase the av-
erage optical path of photons in Si. Both approximations
lead to a slight underestimation of the fraction of inci-
dent light absorbed in a film of given thickness, see Fig.
2(b).

C. High-throughput screening

Moving on to the main purpose of our work, namely
the identification of high-performance indirect band gap
PV absorbers, Fig. 4(a) shows the distribution of chemi-
cal elements in the 127 semiconductors that were subject
to the workflow in Fig. 1(b). There is a relatively ho-
mogeneous distribution of cations, with the exception of
certain 3d transition metals, which are absent because
we have excluded magnetic materials. The anionic el-
ements are dominated by the chalcogens (in particular
sulphur) followed by the halogens. We note that we did
not filter out materials containing rare or toxic elements
at this step. In Fig. 4(b) we show how the 127 com-
pounds are distributed over the dimensionality of their
covalently bonded atomic clusters. The dimensionality
analysis follows the method of Larsen et al.[37]. It can
be seen that the materials are almost evenly divided be-
tween ’3D’ and ’non-3D’ materials. About 50% of the
latter class are van der Waals (vdW) layered 2D materi-
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the compounds. Here the colors scale shows corresponding GLLB-SC bandgaps.

als while the remainder are vdW-bonded 1D or 0D clus-
ters. For each dimensionality class we show the fraction
of direct (D) and indirect (ID) band gaps.

In total, more than 75% of the 127 semiconductors
possess an indirect band gap. Fig. 4(c) shows the band
gap distribution for our dataset. It is well known that
the PBE xc-functional systematically underestimates the
band gap. The GLLB-SC functional provides more accu-
rate band gaps at little extra computational cost[33, 38].
An important reason behind the good performance of
the GLLB-SC is includes a correction of the Kohn-Sham
band gap to account for the so-called derivative discon-
tinuity. The GLLB-SC band gaps range from 0.7 eV to
3.0 eV, whereas with PBE band gap lies between 0.2 eV
and 2 eV. From the color scale it is clear that most of the
indirect gap materials have ∆Edir

g < 0.5 eV while a only

few compounds have ∆Edir
g > 1.0 eV (all materials with

∆Edir
g above 1 eV have yellow color code) .

High absorption and low non-radiative recombination
rates do not guarantee good PV performance. As an ad-
ditional criterion, the carrier mobility, µ = eτ

m∗ , should be
high enough to ensure efficient electron-hole separation
and extraction of charges at the contacts. The relaxation
time, τ , accounts for scattering on other charge carriers,
phonons, and crystal imperfections. While it can be ac-
curately estimated from first principles[39, 40], its cal-
culation remains challenging in high-throughput studies.
As a consequence we focus on the carrier effective mass

m∗ = 3[
1

m∗xx
+

1

m∗yy
+

1

m∗zz
]−1, (6)

wherem∗ii is the effective mass along direction i, which we
calculate by fitting a parabola to the band extrema. Fig.
4(d) gives an overview of the hole and electron effective
masses in the 127 semiconductors considered. The band
gap is indicated by the color code.
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FIG. 5. Pareto distribution for the selected photovoltaic (PV) materials (device efficiency (η) vs inverse effective masses (m−1
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m−1
h )). (a) Radiative (Qi=1) η vs. m−1

e , (b) Radiative (Qi=1) η vs. m−1
h . (c) η (at Qi=10−4) vs. m−1

e , (d) η (at Qi=10−4)

vs. m−1
h . Color scale represents difference between direct gap and fundamental electronic band gap (∆Edir

g ). η is calculated at
T= 298 K, and film thickness d= 1 µm.

To evaluate the potential of a given PV material tak-
ing both optical absorption and carrier transport into ac-
count, we plot in Fig. 5 the PCE (for film thickness d= 1
µm) against the inverse carrier effective mass of electrons
(left) and holes (right). We label all materials that are
”Pareto optimal”[41], i.e. for which no other material has
higher values for both η and 1/m∗. In the upper panels
(a-b), η is evaluated in the radiative limit, Qi = 1, while
we use a more realistic value of Qi = 10−4 in the lower
panels. The color scale represents the difference in direct
and indirect band gap, ∆Edir

g .

Some well known thin film PV materials, like CdTe,
PbS and InP, as well as emerging materials, like GaSe,
SnS are found on the Pareto fronts in Fig. 5. Not unex-
pectedly, most of the promising PV materials have ∆Edir

g

< 0.5 eV (blueish rather than reddish color). In Table I,
we list all materials satisfying the criteria: ηmax > 20%
at Qi = 1, d= 1 µm, T = 298 K, and me, mh < m0.
The materials are ordered according to the size of ∆Edir

g .

While there is a tendency for smaller ∆Edir
g to corre-

late with higher η, there are also clear deviations from
this trend. For example, SnSe2 with ∆Edir

g = 0.41 eV
has η = 30.61%, which is not far from the highest value
η = 33.07% obtained for the direct band gap material
InP.

In Fig. 6, we show how η varies with the amount of
non-radiative recombination for some of the most promis-
ing materials. Here we vary Qi from 1 (radiative limit) to
10−7 (dominant non-radiative recombination) and plot
the corresponding maximum efficiency, ηmax, and opti-
mal film thickness, d@ηmax, indicated by the color code.
We also show ηrad at 1 µm film thickness. In the SI we
provide more detailed plots of η versus film thickness for
various values for Qi (as in Fig. 3(c)) for all the mate-
rials in Fig. 6. The order of the materials in Fig. 6 is
such that ∆Edir

g increases from left to right, i.e. direct
band gap materials, indicated by green shaded region,
are found to the left. Considering only ηrad when com-
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paring a direct and indirect gap compound is not suffi-
cient, as Qi can be different for different materials. For
example, CdTe has ηSQ ≈ 33%, whereas the known high-
est device efficiency is 22.1%.[1] This efficiency is slightly
higher than ηmax at Qi=10−4. The measured Qi on the
highest-efficiency CdTe solar cell is 8 × 10−3 [4], indi-
cating that some additional loss mechanisms are present
besides non-radiative recombination. At the same time,
we can see a number of indirect gap materials which show
ηmax > 20%, for practical Qi (10

−2-10−4) ranges. The
optimal device thickness in case of indirect materials are
higher mainly due to low absorption at the indirect gap.
We can see a trend that with increasing ∆Edir

g the op-
timal device thickness (at different Qi values) increases,
which means with larger ∆Edir

g the suitability for thin
film PV technology might reduce. Still, there are a num-
ber of indirect gap compounds showing excellent ηmax at
thin film thickness range. These materials are discussed
in the next section.

There has been a lot of discussion whether a small in-
direct gap can be beneficial for PV application.[19, 20]
With this study, we clarify how an indirect and direct
gap material compare in the radiative limit for small film
thicknesses (see SI section S7 for a detailed discussion).
We find that at smaller film thicknesses (d = 1µm), in
the radiative limit (high mobility) adding a small indirect
gap to a direct gap material will never show higher ηrad,
as the gain in absorption (higher Jsc) will be counter-
acted by higher radiative loss (lower Voc). However, an
indirect gap material with small ∆Edir

g can exhibit higher
ηrad compared to a direct gap material with same funda-
mental gap, as long as the gap is below the SQ maximum

(1.1 eV). For example, an indirect gap material with Eg

= 0.95 eV and ∆Edir
g =0.1 eV can in principle show higher

ηrad compared to a material with direct Eg of 0.95 eV.
This is mainly due to the opposite effect (higher gain in
Voc compared to loss in Jsc) as discussed for the previous
case. With this study, using our formalism we can pro-
vide real material examples here. For example, InSe is
a direct gap material with Eg=0.89 eV showing ηrad of
28.60%. In comparison, CdP4, which has an indirect gap
of 0.86 eV and direct gap of 1.01 eV, shows higher ηrad
of 28.83% (see Table I). More examples can be found in
SI section S7 and related tables.

D. Discussion of final list of materials

Among the materials that pass all screening criteria,
we discard the ones that have been shown to be unstable
in air (elemental I, Cs2P3, Rb2P3, RbSb2, KSb2, Na3Sb,
NaSe, YN). We also leave out the Tl-containing materials
(Tl2O, Tl2Te3) due to serious toxicity concerns. Finally,
we discard the Os- and Ru-containing materials (OsAs2,
OsP2, RuP2) due to their very low earth abundance.

The final list of screened materials is presented in Ta-
ble 1, grouped by maturity level. We note that all of
the compounds have an ICSD-id, which means that they
have been previously synthesized. CdTe, InP, and PbS
are established materials which have been particularly
successful in single-junction, multijunction, and quantum
dot solar cells, respectively.

Among the emerging materials identified by our work,
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TABLE I. Various relevant parameters (Compound, space group, Dimensionality (dim), Band gap (Eg) (calculated using
GLLB-SC functional), difference between direct and indirect gap (∆Edir

g ), effective masses (me and mh), device efficiencies (η1

[d=1 µm, Qi=1] and η2 [d=1 µm, Qi=10−4]), ICSD-id, etc. ) for the selected compounds for thin film PV technology.

Established

Formula[Ref] space group dim Eg ∆Edir
g (eV) me(m0) mh(m0) η1(%) η2(%) ICSD-id

InP[3] F-43m 3D 1.32 0.00 0.05 0.89 33.07 20.45 41443

CdTe[1] F-43m 3D 1.43 0.00 0.05 0.97 32.96 21.59 31844

PbS[42] Fm-3m 0D 1.15 0.00 0.24 0.31 32.86 17.99 62192

Emerging, PCE > 5%

Formula[Ref] space group dim Eg ∆Edir
g (eV) me(m0) mh(m0) η1(%) η2(%) ICSD-id

InSe[43] P63/mmc 2D 0.89 0.00 0.07 0.10 28.60 11.63 30377

Cu2O[44] Pn-3m 3D 1.01 0.00 0.93 0.41 30.52 14.89 261853

Se[45] P3121 1D 1.24 0.12 0.17 0.32 32.51 19.51 164271

WSe2
[46] P63/mmc 2D 1.48 0.66 0.47 0.84 26.80 18.74 40752

Emerging, PCE < 5%

Formula[Ref] space group dim Eg ∆Edir
g (eV) me(m0) mh(m0) η1(%) η2(%) ICSD-id

GaSe[47] P63/mmc 2D 1.47 0.00 0.11 0.21 32.34 21.78 41978

ZnTe[48] P31 3D 2.00 0.00 0.08 0.31 22.98 17.53 80076

Ga2Se3
[49] Cc 3D 2.00 0.00 0.15 0.35 22.88 17.56 35028

GeSe[50] Pnma 2D 1.60 0.03 0.23 0.40 30.00 20.93 17006

SnS[51] Pnma 2D 1.39 0.06 0.21 0.37 33.03 21.27 24376

InI[52] Cmcm 0D 2.00 0.07 0.21 0.25 21.49 16.66 38129

SnSe[53] Pnma 2D 1.20 0.18 0.18 0.27 31.58 18.72 16997

GeTe[54] R3m 2D 0.99 0.20 0.08 0.07 30.32 14.72 655497

SnSe2
[55] P-3m1 2D 1.23 0.41 0.31 0.60 30.61 19.31 43594

MoSe2
[56] P63/mmc 2D 1.34 0.58 0.56 0.98 29.93 19.72 49800

MoS2
[57] P63/mmc 2D 1.38 0.83 0.62 0.77 27.77 18.92 24000

HfSe2
[58] P-3m1 2D 1.11 1.02 0.42 0.22 29.34 17.40 638902

Unexplored

Formula space group dim Eg ∆Edir
g (eV) me(m0) mh(m0) η1(%) η2(%) ICSD-id

Ga2Te5 I4/m 3D 1.42 0.03 0.17 0.37 32.75 21.20 1085

TiS3 P21/m 2D 0.79 0.03 0.82 0.67 25.62 8.72 42072

CdP4 P21/c 3D 0.86 0.15 0.46 0.18 28.83 12.58 25605

MgP4 P21/c 3D 1.10 0.17 0.41 0.36 31.10 18.66 113

BaP3 C2/m 3D 1.41 0.18 0.39 0.59 29.73 20.55 23618

SiAs C2/m 2D 1.75 0.20 0.37 0.65 24.31 18.36 43227

PdP2 C2/c 3D 0.88 0.36 0.15 0.73 29.05 10.83 166275

InBr Cmcm 0D 1.73 0.37 0.22 0.31 22.47 17.12 55188

ZrCl2 R3m 2D 1.59 0.57 0.72 0.63 27.16 19.77 20144

there are a few with record PCE above 5%. They are
InSe [43], Cu2O [44], elemental Se[45], and WSe2 [46].
The other emerging materials have been investigated
for PV applications, but their record PCE is below 5%
or they have not yet been incorporated in a working
solar cell. Except for InI [52], all materials in this

group are chalcogenides, and the large majority of them
have 2D (layered) structures. Group IV, Ga-based, and
transition-metal chalcogenides are particularly well rep-
resented. In many cases, the development of these layered
compounds for PV applications has focused on extremely
thin films, to take advantage of the enhanced light ab-
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sorption that many of these compounds experience in
atomically-thin form. ZnTe is a well known hole contact
layer in CdTe PV technology, but it has also been tested
as a wide-gap photoabsorber for tandem cell applications,
although efficiencies are still very low [48].

The ”rediscovery” of many already known PV mate-
rials lends credibility to our approach. We note that a
few binary compounds with notable PV efficiencies, like
Sb2S3 and Zn3P2, are missed by our approach because
they have more than 12 atoms in their unit cell. We miss
GaAs due to underestimation band gap using GLLB-SC
functional (0.68 eV). We also miss CdSe because the cal-
culated hole effective mass is higher than m0.

We find nine compounds that have not been previously
studied as PV materials. We label them ”unexplored” in
Table 1. To the best of our knowledge, none of these
compounds have been synthesized as thin films, except
for InBr [59]. Intriguingly, none of these compounds be-
longs to traditional semiconductor families. What most
of these semiconductors have in common is the exis-
tence of homoelement bonds, i.e., bonds between the
same elements. This feature is absent in the currently
known compound semiconductors for PV (III-V, II-VI,
perovskites, and derivatives thereof). Due to this quali-
tative difference, the properties of these semiconductors
with hybrid (homo- and heteroelement) bonding cannot
be readily extrapolated from the properties of well-known
semiconductors with only heteroelement bonds. Thus,
these materials could be a new frontier of PV materials
discovery.

Four compounds (CdP4, MgP4, BaP3, and PdP2) are
phosphorus-rich phosphides, containing metal-P as well
as P-P bonds. Due to these additional covalent bonds,
phosphorus is in a higher oxidation state (ranging from
-1 to -0.5) than the classic -3 state found in optoelec-
tronic phosphides, e.g., InP, Zn3P2, and the II-IV-P2

ternaries. In general, phosphorus-rich phosphides have
not been studied as potential PV materials before. They
had hardly been grown in thin-film form until a very re-
cent report of single-phase CuP2 films in the P21/c struc-
ture by reactive sputtering and soft annealing in an inert
atmosphere [60].

In a similar spirit, TiS3 can be classified as a sulfur-
rich sulfide due to the presence of both metal-S and S-
S bonds. TiS3 has only been minimally investigated in
photoelectrochemical cells and not in thin-film form [61].
In SiAs, all Si atoms are bonded to 3 As atoms and 1
Si atom, so Si can be considered as in the +3 oxidation
state, thus explaining the 1:1 stoichiometry. There is
one report of SiAs in a photoelectrochemical cell, but the
sample was not in thin-film form [62]. In Ga2Te5, 20%
of the Te atoms are only bonded to other 4 Te atoms
(Te-Te bonds), and the remaining 80% is bonded to one
Te atom and 2 Ga atoms.

On the other hand, the two halide compounds InBr
and ZrCl2 do not have homoelement bonds and are quite
different from each other. InBr should be qualitatively
similar to the already known InI [52], but with a larger

∆Edir
g and a band gap closer to the SQ optimum. ZrCl2

is one of the first transition metal halides to be identified
for potential PV applications. It has the same structure
as 3R-MoS2 with Zr in the unusual +2 oxidation state.
Unlike most of the known PV semiconductors, ZrCl2 has
a lone valence band. It also has a large ∆Edir

g and rea-
sonably low effective masses along its 2D layers.
Considering a combination of crustal abundance and

elasticity of production [63], we estimate that only five
compounds from the ”unexplored” family could poten-
tially be scaled to terawatt levels. These are TiS3, MgP4,
BaP3, SiAs, and ZrCl2. These compounds deserve fur-
ther investigation.

IV. CONCLUSION

In summary, we propose an efficient methodology to
calculate phonon assisted absorption, which enables us to
accurately evaluate optical absorption for indirect band
gap materials. Using this method, along with various
relevant photovoltaic (PV) descriptors (such as device
efficiency, effective masses, internal luminescence quan-
tum efficiency, etc.) we evaluate the potential of 127
experimentally known binary semiconductors (of which
97 are have indirect band gap) for thin film PV. After
screening the materials based on the PV descriptors and
considering toxicity, material abundance and air stabil-
ity, we identify 28 promising materials of which 20 have
an indirect gap. This list includes well established PV
materials like InP, CdTe, PbS, as well as emerging ones
such as, elemental Se, SnS, SnSe, SnSe2, lending credi-
bility to our approach. Additionally, we discover 9 pre-
viously unexplored compounds with potential for thin
film PV. Most of these compounds show homoelemental
bonds and the constituent elements show deviation from
their well known oxidation states. These materials (and
their respective stoichiometric classes) have scarcely, if
ever, been explored for photovoltaics and could become
a new frontier of next generation PV materials research.
Further theoretical work on these materials should ad-
dress their defect tolerance, carrier mobilities and life-
times. Such studies can benefit from our open database
containing the calculated atomic and electronic struc-
tures as well as basic PV descriptors for the 127 materials
investigated in this work.

V. METHODOLOGY

A. Computational Details

First principles calculations are performed using Den-
sity Functional Theory (DFT)[64] within the Projector-
Augmented Wave (PAW) formalism[65] as implemented
in GPAW code[66, 67], in combination with Atomic Sim-
ulation Environment (ASE)[68]. A plane wave cutoff en-
ergy of 800 eV and k-mesh density of 8 Å−1 are employed
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for geometry optimization. Electronic structure cal-
culations are performed using Perdew-Burke-Ernzerhof
(PBE)[30] exchange correlation functional with double
zeta polarized (dzp) basis set[69]. The accuracy of dzp
basis set was tested in a previous study and reported
to produce phonon modes with fair accuracy [70]. The
phonon modes are evaluated via calculating the dynam-
ical matrices within the harmonic approximation. Force
constant matrices are calculated using small displace-
ment approach[71] as implemented in ASE. Electron-
phonon matrix elements are evaluated based on calcu-
lation of gradients of effective potential with finite differ-
ence technique [39] as implemented in GPAW. As our ap-
proximation involves only zone-center (Γ point) phonons,
we use primitive unit cells for respective calculations.
Next, the momentum matrix elements are obtained using
the finite difference technique as implemented in GPAW.
A real-space grid spacing of 0.2 Å is chosen for these
calculations. We have used 16×16×16 (8 Å−1) k-mesh
(density) for systems with less (more) than 4 atoms in
the unit cell, when evaluating the electron-phonon cou-
pling matrix elements. For phonon calculations, 8 Å−1

(6 Å−1) k-mesh density is used for unit cells with less
(more) than 4 atoms and the forces are converged un-
til 10−7 eV/Å. The width of the Fermi-Dirac smearing
is kept at 50 meV. While calculating the probability of
transition, the Dirac delta function is replaced with a
Gaussian function with a smearing width of 40 meV,
which accounts for inhomogeneous spectral broadening.

The choice of PBE exchange-correlation functional which
is known to slightly overestimate the lattice parameters
and significantly underestimate the band gap values, is
expected to have some effect on the calculated absorp-
tion coefficient and efficiency. In order to account for the
band gap underestimation, we have calculated the band
gaps with GLLB-SC functional[33], which is known to
produce accurate band gaps[72] and is highly affordable
computationally. During the calculation of probability
of transition, the conduction bands are scissor shifted to
match the GLLB-SC gap. The effect of temperature is
incorporated only into the phonon occupation numbers.
We have considered T= 298 K for all the calculations.
Additional finite temperature effects (e.g. lattice expan-
sion and electron-phonon renormalization, etc.) may ex-
hibit effects on the absorption coefficient and as such
device efficiency slightly. Optical absorption coefficient
beyond the direct gap is obtained via calculating the fre-
quency dependent dielectric function within the Random
Phase Approximation (RPA) as implemented in GPAW.
The computational workflow was constructed using the
Atomic Simulation Recipes (ASR)[73] and executed us-
ing the MyQueue[74] task scheduler frontend.
We acknowledge funding from the European Research

Council (ERC) under the European Union’s Horizon
2020 research and innovation program Grant No. 773122
(LIMA) and Grant agreement No. 951786 (NOMAD
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Light-matter interactions of defects in two dimensional materials are expected to be profoundly
impacted by strong coupling to phonons. In this work, we combine ab initio calculations of a defect
in hBN, with a fully quantum mechanical and numerically exact description of a cavity-defect system
to elucidate this impact. We show that even at weak light-matter coupling, the dynamical evolution
of the cavity-defect system has clear signatures of non-markovian phonon effects, and that linear
absorption spectra show the emergence of hybridised light-matter-phonon states in regimes of strong
light-matter coupling. We emphasise that our methodology is general, and can be applied to a wide
variety of material/defect systems.

Single-photon emission has been observed from a broad
range of two dimensional materials (2DM) [1–7]. Of
particular interest to quantum technologies is the emis-
sion from defect complexes in hexagonal Boron Nitride
(hBN) [8–13], owing to the materials wide band-gap [14]
and stability of the emitters [10, 15]. Not only does the
precise nature of these defect complexes remain under
scrutiny [10, 11, 16], but also their quantum optical prop-
erties remain largely unexplored, particularly in regimes
of strong light-matter coupling [17, 18]. Crucially, the op-
tical properties of condensed matter systems cannot be
understood through the standard theory of quantum op-
tics, since strong system-environment interactions lead
to a breakdown of the underpinning peturbative meth-
ods [19, 20]. Of particular relevance to the optical prop-
erties of defect complexes in 2DM are strong electron-
phonon interactions. Specifically, defect emission spec-
tra typically show sharp and well resolved phonon side-
bands [21–24], a hallmark of vibronic state formation and
long lived correlations between electronic and vibrational
degrees of freedom. It is therefore crucial that any theory
describing the dynamical or optical behaviour of a 2DM
defect complex, accurately accounts for electron-phonon
interactions.

To this end, we study the cavity quantum electro-
dynamics (cQED) of defects in 2DM [17, 18], focus-
ing on two colour centres in hBN proposed as single-
photon emitters, the CBVN [10, 25] and C2CN defect
complexes [26, 27]. We accurately account for electron-
phonon interactions by combining ab initio calculations
of the defects, with a fully quantum mechanical and nu-
merically exact description of the dynamics of the de-
fect states interacting with a single mode optical cav-
ity. The former provides an atomistic description of

the phonon modes of the material system. The lat-
ter employs the time evolved matrix product operator
(TEMPO) algorithm [28], where non-Markovian influ-
ences of the phonon environment are encoded within a
tensor network. When combined with tensor compres-
sion methods, TEMPO provides an efficient approach for
calculating the reduced dynamics of the system [29–31],
which we extend to extract the linear response spectrum
of the defect-cavity system. This hybrid approach is in-
spired by [32] and allows us to maintain the accuracy
and insight of first-principles calculations, while enabling
coherent dynamics to be captured in previously inacces-
sible regimes of light-matter coupling, information that
is typically inaccessible to first-principle methods.

A central finding of this work is that electron-phonon
interactions in the studied defect complexes lead to
highly non-Markovian dynamics, even in regimes of mod-
erate light-matter coupling strengths, which are accessi-
ble to state-of-the-art experiments. We attribute this
behaviour to coherent coupling between the electronic
states of the defect and high-quality (Q) factor phonon
modes, leading to long-lived correlations between the sys-
tem and its phonon environment. This provides a mech-
anism to optically manipulate mechanical modes of a
condensed matter system that would otherwise not di-
rectly couple to light. Furthermore, from linear response
spectra, we see evidence of hybridisation between cavity-
defect polaritons and high-Q phonon modes when enter-
ing regimes of strong light-matter coupling. These states
bare resemblance to recently predicted exciton-photon-
phonon hybridisation in hBN [33], however in this in-
stance they occur in a continuum of modes coupled to a
defect state, and therefore will inherit non-linear features
from the localised electronic states.
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(a)

(b) (c)

FIG. 1. (a) A schematic figure of the CBVNdefect in hBN
interacting with a single quantised field mode. This mode
could be plasmonic or photonic in nature. (b) A plot of the ab
initio (solid) and effective width (dashed) spectral densities.
Using the atomistic simulation, we ascribe the dominant peak
at ∼ 125 meV to a phonon breathing mode. (c) shows the
bath correlation function for the ab intio (solid) and effective
width (dashed) spectral densities. The sharp peaks of the ab
initio spectral density leads to long lived oscillations in the
correlation function, which are washed out when an effective
width approximation is used.

For simplicity we focus on the CBVNdefect complex
in the manuscript, leaving the discussion of C2CN to
the supplementary information (SI). The electronic struc-
ture of the CBVNdefect consists of two separate man-
ifolds [34]: the first consists of the (2)1A1 and (1)1B1

excited states, and a (1)1A1 singlet ground state; the
second contains the triplet states (1)3B1 and (2)3B1 [16],
separated in energy by ~ωe = 2 eV [34]. By assuming the
inter-system crossing due to spin–orbit coupling occurs
on a much longer timescale (10 − 100 ns) than cavity-
enhanced optical transitions (< 1 ns), we restrict our
attention to the triplet state manifold, which reduces to
a two level system with ground and exited states, |g〉 and
|e〉 respectively [35]. The electronic transition interacts
with a single mode optical cavity as shown schematically

in Fig. 1a, with a cavity resonance ~Ωc and described by
a Jaynes-Cummings type interaction:

HS = ~ωeσ
†σ + ~g(σ†a+ σa†) + ~Ωca

†a, (1)

where σ = |g〉〈e| is the transition dipole operator, a (a†)
is the annihilation (creation) operator of the cavity mode,
and g is the light-matter coupling strength. Here we
limit ourselves to the single excitation subspace, spanned
by the basis {|g, 0〉 , |e, 0〉 , |g, 1〉}. The composite cavity-
emitter system interacts with both vibrational and elec-
tromagnetic environments, such that the global Hamilto-
nian is written as H = HS +HEM

I +HPh
I +HEM

B +HPh
B .

The emitter-cavity system couples to an external elec-
tromagnetic environment either through direct emission
from the defect into free space, or leakage from the cavity
mode. In the rotating wave approximation the interac-
tion to the electromagnetic field takes the form HEM

I =∑
j

∑
l(~fj,lÂ

†
jcj,l+h.c.), where Â1 = σ and Â2 = a, and

cj,l is the annihilation operator for the lth mode of the jth
electromagnetic environment. In the limit of weak cou-
pling to these fields, we can make a flat spectrum approxi-
mation, such that f1,1 =

√
2πΓ and f2,1 =

√
2πκ [36, 37].

Here Γ is the spontaneous emission rate from the TLE
into free space, and κ is the cavity leakage rate. Using
these approximations and tracing over the external EM
fields, we can describe the optical contribution to the sys-
tem evolution through the superoperator Vt = exp(t LS),
where LSρ = −i[HS, ρ]+ΓLσρ+κLaρ, and we have intro-
duced the Lindblad dissipators Loρ = oρo† − {o†o, ρ}/2.
For a full derivation and discussion of these approxima-
tions please refer to the SI.

We take a linear electron-phonon interaction [38] of
the form HPh

I = σ†σ
∑

k ~gk(b
†
k + b−k), where bk is

the annihilation operator for a phonon mode with wave
vector k, with the corresponding free field evolution
HPh

B =
∑

k ~ωkb
†
kbk, and gk is the electron-phonon cou-

pling strength of the kth phonon mode. The electron-
phonon coupling can be fully characterised in terms of
the spectral density JPh(ω) =

∑
k Skδ(ω − ωk), where

Sk = ω−2k |gk|2 is the partial Huang-Rhys factor of mode
k. The total Huang-Rhys parameter can then be recov-
ered by integrating the spectral density through STot =∫∞
0
dωJPh(ω).

To determine the partial Huang-Rhys factors, and
therefore the spectral density, we treat the electron-
phonon coupling from first principles, using density func-
tional theory (DFT) to calculate the normal modes of
the ground- and excited states of the hBN lattice with
the considered defect complex. Importantly, the normal
modes of the ground- and excited states of the system can
be very different and can even be of different types. To
properly account for this, we employ the method outlined
by Duschinsky [39] to calculate the partial Huang-Rhys
factors. For completeness we also checked the generat-
ing function approach [40] and found almost identical
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results, meaning that the modes in the ground and ex-
cited states for the system studied in the present work
are in fact very similar. The DFT calculations of the
phonons were performed for periodically repeated defect
complexes in hBN monolayers using the Vienna Ab Ini-
tio Simulation Package (VASP) [41]. In order to avoid
interactions between the periodic copies of the defects,
we used a 9x9x1 supercell for the calculations, which we
relax on a 3x3x1 K-point grid, to a force convergence of
10−3 eV Å−1 using a plane wave cut-off of 700 eV. All
calculations were performed with the HSE06 exchange
correlation functional, which is essential for an accurate
description of the electron-phonon coupling [42]. The
normal modes and the dynamical matrix was calculated
at the Γ-point. Note that we relax the defect in the in-
plane constrained C2V configuration.

The resulting spectral density is shown in Fig. 1(b),
where we see multiple sharp peaks present. These peaks
correspond to high-Q phonon modes present in hBN; no-
tably from the atomistic simulations, we can assign the
dominant contributions to the peak ∼ 125 meV from de-
localized defect breathing modes, in which the atoms sur-
rounding the defect oscillate along the dipole direction of
the defect.

To understand the influence of these modes
will have on the cavity-defect system, we can
calculate the bath correlation function C(τ) =∫∞
0
dωJPh(ω) (cos(ωτ) coth(ω/2kBT )− i sin(ωτ)),

shown in Fig. 1(c), where T is the temperature, kB is the
Boltzmann constant, and we have assumed the phonon
bath to be initially in thermal equilibrium. This correla-
tion function encodes the timescales over which memory
effects last between the system and environment [43],
for a full derivation we refer the reader to the SI. The
sharp peaks in the ab intio spectral density lead to long
lived oscillation in the correlation function, which can
be attributed to phonon modes with large Q-factors.
To highlight the importance of this structure we can
replace the spectral density with a broadened function
with the same total Huang-Rhys parameter, as shown
by the dashed curve in Fig. 1(b). The corresponding
correlation function, shown in Fig. 1(c), has only small
oscillations which are rapidly damped.

To study the time evolution of the composite cavity-
emitter system, we employ the time-evolving matrix
product operator (TEMPO) algorithm initially devel-
oped by Strathearn et al [28]. TEMPO is a power-
ful method for the study of open quantum systems in
strong coupling regimes [29, 30], and has been applied
to study quantum thermodynamics in the strong cou-
pling regime [44], as well as non-additive phenomena in
quantum optics [31], and optimal control [45]. The start-
ing point for the TEMPO formalism, alongside other
numerically exact path integral methods [46–48], is the
Trotter decomposition [49], where for a sufficiently small
time increment δt, the propagator for the open sys-

tem can be factorised such that Uδt = e(LS+LB)δt ≈
V1/2
δt WδtV1/2

δt + O(δt3). The superoperator Vδt is as de-
fined above, and captures the evolution of the system and
dissipation through the external electromagnetic fields.
The interaction between the system and phonon envi-
ronment is captured through Wδt = exp(δtLB), and is
given by LBρ = −i

[
HPh

I +HPh
B , ρ

]
.

This partitioning allows one to construct a discrete-
time influence functional of Feynman-Vernon type [46,
47], which captures the influence of the environment to
all orders in the interaction strength. The reduced state
after k-time-steps can be expressed as:

ραk =
∑
~α,~β

ρα0

k∏
j=1

Vαj

βj
Vβj
αj−1

Fβk···β1
, (2)

where we have introduced the compound indices
αk = (sk, rk) and βk = (tk, uk), yielding the density
matrix elements ραk = 〈rk| ρ |sk〉, and the system super-
operator is given by Vαk

βk
= 〈rk| Vδt[|tk〉 〈uk|] |sk〉. The

influence of the phonon environment is captured by the
influence tensor Fβk···β1

= trE(Wβk . . .Wβ1 [τB ]), where
Wβk = 〈tk|Wδt[|tk〉 〈uk|] |uk〉. By taking the initial state
of the environment to be in thermal equilibrium τB =

exp
(
−
∑

k νkb
†
kbk/kBT

)
/ tr

[
exp

(
−
∑

k νkb
†
kbk/kBT

)]
,

the trace over the environmental degrees of freedom can
be done analytically [46, 47].

Crucially, the influence tensor scales exponentially in
the number of time-steps taken [46, 47]; while applying a
finite time memory approximation can reduce the com-
putational cost of propagating the reduced state of the
system out to long times [46, 47, 50], it limits one to sce-
narios where key dynamics occur on short timescales. A
key insight of Strathearn et al [28] was that the influence
tensor may be represented in matrix product operator
(MPO) form. This allows one to encode the exponen-
tially growing tensor as a tensor network, and apply ten-
sor compression [51] to reduce the rank of the elements
in the network, thereby circumventing exponential scal-
ing. The reduced state of the electronic system is then
calculated by contracting the network down after each
time-step. The convergence of the TEMPO algorithm is
sensitive to taking a sufficiently small timestep δt, and
the degree to which the tensors are compressed. Fur-
ther details of TEMPO and its convergence properties
are discussed in the SI.

We now consider the dynamics of the cavity-defect sys-
tem initialised in the state ρ(0) = |e, 0〉〈e, 0|. Fig. 2
shows the time evolution of the excited state popula-
tion and the cavity mode occupation for different cavity
coupling parameters. We find that across all parameter
regimes TEMPO predicts complex oscillations in the cav-
ity occupation. We attribute these oscillations to high-Q
phonon modes in the environment, which lead to long-
lived oscillations in the bath correlation function shown
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FIG. 2. Time dependent emitter population (top) and cavity occupation (bottom) for different coupling strengths and cavity
widths. In contrast to the effective width spectral density (dashed), the ab initio spectral density (solid orange) predicts
significant oscillations in the cavity occupation over all parameter regimes. Parameters used are T = 4 K, Γ = 4 meV, and
~Ωc = ~ωe − ~λ where λ =

∫∞
0

dωω−2JPh(ω) is the reorganisation energy. The step size used to obtain convergence was
dt = 3.2 fs, with SVD cut-off εC = 10−6.

in Fig. 1c, indeed these oscillations follow closely those
observed in the bath correlation function. We confirm
this by repeating the TEMPO calculations with the ef-
fective width spectral density shown in Fig. 1b. Since
this spectral density has the same total Huang-Rhys pa-
rameter, naïvely we might expect similar dynamics to
emerge. However, the resulting dynamics in Fig. 2 show
no oscillations at weak light-matter coupling, suggesting
it is indeed the structure in the spectral density that has
the dominant contribution to non-Markovian behaviour.
Interestingly, phonon induced oscillations are present in
the cavity dynamics across all parameter regimes studied,
but only emerge in the emitter dynamics in the strong
light-matter coupling regime. This is a consequence of
phonon processes inducing fluctuations to the defects’
excited state energy; the cavity is sensitive to these fluc-
tuations through the dipole coupling with the emitter,
leading to the observed oscillations in the occupation.
However, these effects do become increasingly visible in
the emitter dynamics with increasing coupling strength,
with the onset of vacuum Rabi oscillations.

We now turn our attention to the linear spectrum of
the cavity-defect system. The linear response of an elec-
tronic system coupled to a quantized mode can be for-
mulated in two ways, by an external field coupling to
the electronic degrees of freedom, or by an external cur-
rent pumping the cavity mode [52, 53]. In both cases
the driving can be included as a perturbation at the

Hamiltonian level, such that H ′(t) = H + E(t) · µ. Here
the system transition operator can take on two values
µ = {σ† + σ, a† + a}. The first is the dipole operator of
the defect, describing the scattering of light directly off
the two level transition, and forms the basis of standard
linear response theory [54]. The second is the quadrature
operator of the cavity field, which induces a static polar-
isation of the cavity mode and excites real photons into
the field [53]. E(t) then corresponds to the external field
or the external current respectively.

Treating the driving as weak, we can extract the lin-
ear response spectrum using density matrix perturbation
theory [54]. Taking the semi-impulsive limit such that
E(t) ∝ eiωDtδ(t), where ωD is the driving frequency, we
obtain the absorption spectrum:

A(ω) = 2Re

[∫ ∞
0

dteiωtS(1)(t)

]
, (3)

where we have introduced the first-order response func-
tion S(1)(t) = tr(µ(t)[µ(0), χ(−∞)]). The global equilib-
rium density operator is given by χ(−∞) = |g, 0〉〈g, 0| ⊗
τB ⊗ |{0}〉〈{0}|, where |{0}〉 denotes the vacuum state
of the electromagnetic field. The above expressions al-
low us to extend TEMPO to calculate the first-order re-
sponse function by propagating the initial system state
ρ(0) = µ(0) |g, 0〉〈g, 0|.

Figs. 3(a-c) show the absorption spectra of the cav-
ity mode when driven by an external current for various
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FIG. 3. (a-c) the linear absorption spectra when probing
the cavity mode, for various values of the scaling parame-
ter αHRF. Here structure in the absorption spectra becomes
increasingly important for large coupling, and broad cavity
widths. (d) shows the change in peak position as a function
of αHRF (points) for the cavity parameters studied in (a-c).
All other parameters are the same as Fig. 2

cavity parameters. To understand the role of phonons
in these spectra, we artificially include a scaling param-
eter to spectral density JPh(ω) → αHRFJPh(ω), where
αHRF ∈ [0, 1], equivalent to scaling the total Huang-
Rhys parameter. Fig. 3a shows absorption spectrum at
the onset of the strong coupling regime, where g = κ.
In the absence of phonons (αHRF = 0) we see a clear
Rabi splitting, with the separation of the peaks deter-
mined by the the light-matter coupling g. As αHRF in-
creases, the separation of these peaks is reduced. We can
understand this reduction by appealing to the polaron
formalism commonly used to study the behaviour semi-
conductor quantum dots [20, 55]: here, the light-matter
coupling strength is reduced by the Frank-Condon factor
F = exp(−αHRFSTot/2), which accounts for the geo-
metric difference of the phonon modes associated to the
emitter ground and excited states. Fig. 3d compares the
peak separation as a function of the scaling parameter
αHRF for the three parameter regimes. For the parame-
ters associated with Fig. 3a, the peak separation follows
the Frank-Condon factor F (solid curve).

In regimes of stronger light-matter coupling show in

Fig. 3b and c, a more complex picture emerges: signifi-
cant structure becomes apparent in the spectra as αHRF

increases. Of particular interest is the departure from the
well understood polaronic physics seen in Fig. 3a, which
is highlighted in Fig. 3d. Here we see that at stronger
coupling regimes (g = 50 meV), the renormalisation no
longer follows the Frank-Condon factor, and in regime of
strong light-matter coupling (g = 100 meV), we in-fact
see the splitting increase with αHRF. We attribute this
behaviour to a hybridisation of the light-matter polari-
ton and high-Q phonon modes. The resultant state is
a tri-partite quasi-particle with characteristics of light,
matter, and vibrations. This can be seen most clearly
in the upper-polariton of Fig. 3c, where an additional
splitting emerges when αHRF → 1. This interpretation is
supported by the C2CN calculations shown in the SI; this
defect complex has a spectral density with little low en-
ergy structure, such that at g = 50 meV no hybridisation
occurs, and the renormalisation of the Rabi frequency
follows closely the Frank-Condon factor F . It is only
at higher light-matter coupling strengths (g = 100 meV)
for C2CN , when the polariton splitting approaches reso-
nance with a high-Q phonon mode that we observe a de-
parture from Frank Condon physics, heralding hybridised
polariton-polaron states.

Conclusion— In this letter we have combined atomistic
simulations of a defect complex in hBN with TEMPO, a
numerically exact and fully quantum mechanical simu-
lation method. Our hybrid approach allows us to study
realistic emitters beyond phenomenological and approx-
imate treatments [22], providing a complete description
of electron-phonon interactions in condensed matter sin-
gle photon emitters in optical or plasmonic cavities, with
direct relevance to on-going experiments. Furthermore,
by considering the cavity quantum electrodynamics of
a defect across the weak and strong light-matter cou-
pling regimes, we have shown that strong coupling to
high-Q vibrational modes play a significant role in deter-
mining the dynamics of the cavity-defect system, even in
the weak light-matter coupling regime. At strong light-
matter coupling, the absorption spectrum show clear sig-
natures of hybridisation between the light-matter polari-
tons and phonon modes inherent to hBN.

The method we present here is general, and not re-
stricted to the material system or specific defect com-
plexes studied here, with potential application to organic
polaritons [56]. It is worth noting that we have restricted
ourselves to low temperatures in the above discussion;
at elevated temperatures phonon processes beyond lin-
ear electron-phonon coupling become important through
mechanisms such as the Jahn-Teller effect [57].
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Abstract
The Computational 2D Materials Database (C2DB) is a highly curated open database organising a
wealth of computed properties for more than 4000 atomically thin two-dimensional (2D)
materials. Here we report on new materials and properties that were added to the database since its
first release in 2018. The set of new materials comprise several hundred monolayers exfoliated from
experimentally known layered bulk materials, (homo)bilayers in various stacking configurations,
native point defects in semiconducting monolayers, and chalcogen/halogen Janus monolayers. The
new properties include exfoliation energies, Bader charges, spontaneous polarisations, Born
charges, infrared polarisabilities, piezoelectric tensors, band topology invariants, exchange
couplings, Raman spectra and second harmonic generation spectra. We also describe refinements
of the employed material classification schemes, upgrades of the computational methodologies
used for property evaluations, as well as significant enhancements of the data documentation and
provenance. Finally, we explore the performance of Gaussian process-based regression for efficient
prediction of mechanical and electronic materials properties. The combination of open access,
detailed documentation, and extremely rich materials property data sets make the C2DB a unique
resource that will advance the science of atomically thin materials.

1. Introduction

The discovery of new materials, or new properties
of known materials, to meet a specific industrial
or scientific requirement, is an exciting intellectual
challenge of the utmost importance for our envir-
onment and economy. For example, the successful
transition to a society based on sustainable energy
sources and the realisation of quantum technologies
(e.g. quantum computers and quantum communic-
ation) depend critically on new materials with novel
functionalities. First-principles quantum mechanical
calculations, e.g. based on density functional the-
ory (DFT) [1], can predict the properties of mater-
ials with high accuracy even before they are made

in the lab. They provide insight into mechanisms
at the most fundamental (atomic and electronic)
level and can pinpoint and calculate key properties
that determine the performance of the material at
the macroscopic level. Powered by high-performance
computers, atomistic quantum calculations in com-
bination with data science approaches, have the
potential to revolutionise the way we discover and
develop new materials.

Atomically thin, two-dimensional (2D) crystals
represent a fascinating class of materials with excit-
ing perspectives for both fundamental science and
technology [2–5]. The family of 2D materials has
been growing steadily over the past decade and counts
about a hundred materials that have been realised

© 2021 The Author(s). Published by IOP Publishing Ltd
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in single-layer or few-layer form [6–10]. While some
of these materials, including graphene, hexagonal
boron nitride (hBN), and transition metal dichal-
cogenides (TMDCs), have been extensively studied,
the majority have only been scarcely characterised
and remain poorly understood. Computational stud-
ies indicate that around 1000 already known layered
crystals have sufficiently weak interlayer (IL) bond-
ing to allow the individual layers to be mechanic-
ally exfoliated [11, 12]. Supposedly, even more 2D
materials could be realised beyond this set of already
known crystals. Adding to this the possibility of stack-
ing individual 2D layers (of the same or different
kinds) into ultrathin van der Waals (vdW) crystals
[13], and tuning the properties of such structures
by varying the relative twist angle between adjacent
layers [14, 15] or intercalating atoms into the vdW
gap [16, 17], it is clear that the prospects of tailor
made 2D materials are simply immense. To support
experimental efforts and navigate the vast 2D mater-
ials space, first-principles calculations play a pivotal
role. In particular, FAIR5 [18] databases populated by
high-throughput calculations can provide a conveni-
ent overview of known materials and point to new
promising materials with desired (predicted) proper-
ties. Such databases are also a fundamental require-
ment for the successful introduction and deployment
of artificial intelligence in materials science.

Many of the unique properties exhibited by 2D
materials have their origin in quantum confinement
and reduced dielectric screening. These effects tend
to enhance many-body interactions and lead to pro-
foundly new phenomena such as strongly bound
excitons [19–21] with nonhydrogenic Rydberg series
[22–24], phonons and plasmons with anomalous dis-
persion relations [25, 26], large dielectric band struc-
ture renormalisations [27, 28], unconventional Mott
insulating and superconducting phases [14, 15], and
high-temperature exciton condensates [29]. Recently,
it has become clear that long range magnetic order
can persist [30, 31] and (in-plane) ferroelectricity
even be enhanced [32], in the single layer limit.
In addition, first-principles studies of 2D crystals
have revealed rich and abundant topological phases
[33, 34]. The peculiar physics ruling the world of 2D
materials entails that many of the conventional the-
ories and concepts developed for bulk crystals break
down or require special treatments when applied to
2D materials [26, 35, 36]. This means that com-
putational studies must be performed with extra
care, which in turn calls for well-organised and well-
documented 2D property data sets that can form
the basis for the development, benchmarking, and
consolidation of physical theories and numerical
implementations.

5 FAIR data are data which meet principles of findability, accessib-
ility, interoperability, and reusability.

The Computational 2D Materials Database
(C2DB) [6, 37] is a highly curated and fully open
database containing elementary physical properties
of around 4000 2D monolayer crystals. The data
has been generated by automatic high-throughput
calculations at the level of DFT and many-body
perturbation theory as implemented in the GPAW
[38, 39] electronic structure code. The computa-
tional workflow is constructed using the atomic sim-
ulation recipes (ASR) [40]—a recently developed
Python framework for high-throughput materials
modelling building on the atomic simulation envir-
onment (ASE) [41]—and managed/executed using
the MyQueue task scheduler [42].

The C2DB differentiates itself from existing
computational databases of bulk [43–45] and low-
dimensional [11, 12, 46–50] materials, by the large
number of physical properties available, see table 1.
The use of beyond-DFT theories for excited state
properties (GW band structures and Bethe–Salpeter
equation (BSE) absorption for selectedmaterials) and
Berry-phase techniques for band topology and polar-
isation quantities (spontaneous polarisation, Born
charges, piezoelectric tensors), are other unique fea-
tures of the database.

The C2DB can be downloaded in its entirety or
browsed and searched online. As a new feature, all
data entries presented on the website are accom-
panied by a clickable help icon that presents a sci-
entific documentation (‘what does this piece of data
describe?’) and technical documentation (‘how was
this piece of data computed?’). This development
enhances the usability of the database and improves
the reproducibility and provenance of the data con-
tained in C2DB. As another novelty it is possible to
download all property data pertaining to a specific
material or a specific type of property, e.g. the band
gap, for allmaterials thus significantly improving data
accessibility.

In this paper, we report on the significant C2DB
developments that have taken place during the
past two years. These developments can be roughly
divided into four categories: (1) General updates
of the workflow used to select, classify, and stabil-
ity assess the materials. (2) Computational improve-
ments for properties already described in the 2018
paper. (3) New properties. (4) New materials. The
developments, described in four separate sections,
cover both original work and review of previously
published work. In addition, we have included some
outlook discussions of ongoing work. In the last
section we illustrate an application of statistical learn-
ing to predict properties directly from the atomic
structure.

2. Selection, classification, and stability

Figure 1 illustrates the workflow behind the C2DB. In
this section we describe the first part of the workflow

2
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Table 1. Properties calculated by the C2DB monolayer workflow. The computational method and the criteria used to decide whether the
property should be evaluation for a given material is also shown. A ‘∗’ indicates that spin–orbit coupling (SOC) is included. All
calculations are performed with the GPAW code using a plane wave basis except for the Raman calculations, which employ a double-zeta
polarised basis of numerical atomic orbitals [51].

Property Method Criteria Count

Bader charges PBE None 3809
Energy above convex hull PBE None 4044
Heat of formation PBE None 4044
Orbital projected band structure PBE None 2487
Out-of-plane dipole PBE None 4044
Phonons (Γ and BZ corners) PBE None 3865
Projected density of states PBE None 3332
Stiffness tensor PBE None 3968
Exchange couplings PBE Magnetic 538
Infrared polarisability PBE EPBEgap > 0 784
Second harmonic generation PBE EPBEgap > 0, non-magnetic,

non-centrosymmetric
375

Electronic band structure PBE PBE∗ None 3496
Magnetic anisotropies PBE∗ Magnetic 823
Deformation potentials PBE∗ EPBEgap > 0 830
Effective masses PBE∗ EPBEgap > 0 1272
Fermi surface PBE∗ EPBEgap = 0 2505
Plasma frequency PBE∗ EPBEgap = 0 3144
Work function PBE∗ EPBEgap = 0 4044
Optical polarisability RPA@PBE None 3127
Electronic band structure HSE06@PBE∗ None 3155
Electronic band structure G0W0@PBE

∗ EPBEgap > 0, Natoms < 5 357
Born charges PBE, Berry phase EPBEgap > 0 639
Raman spectrum PBE, LCAO basis set Non-magnetic, dyn. stable 708
Piezoelectric tensor PBE, Berry phase EPBEgap , non-centrosym. 353
Optical absorbance BSE@G0W0

∗ EPBEgap > 0, Natoms < 5 378
Spontaneous polarisation PBE, Berry phase EPBEgap > 0, nearly centrosym.

polar space group
151

Topological invariants PBE∗, Berry phase 0< EPBEgap < 0.3 eV 242

Figure 1. The workflow behind the C2DB. After the structural relaxation, the dimensionality of the material is checked and it is
verified that the material is not already present in the database. Next, the material is classified according to its chemical
composition, crystal structure, and magnetic state. Finally, the thermodynamic and dynamic stabilities are assessed from the
energy above the convex hull and the sign of the minimum eigenvalues of the dynamical matrix and stiffness tensor. Unstable
materials are stored in the database; stable materials are subject to the property workflow. The C2DB monolayer database is
interlinked with databases containing structures and properties of multilayer stacks and point defects in monolayers from the
C2DB.
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until the property calculations (red box), focusing
on aspects related to selection criteria, classification,
and stability assessment, that have been changed or
updated since the 2018 paper.

2.1. Structure relaxation
Given a prospective 2D material, the first step is to
carry out a structure optimisation. This calculation is
performed with spin polarisation and with the sym-
metries of the original structure enforced. The latter is
done to keep the highest level of control over the res-
ulting structure by avoiding ‘uncontrolled’ symmetry
breaking distortions. The prize to pay is a higher risk
of generating dynamically unstable structures.

2.2. Selection: dimensionality analysis
A dimensionality analysis [52] is performed to
identify and filter out materials that have disin-
tegrated into non-2D structures during relaxation.
Covalently bonded clusters are identified through an
analysis of the connectivity of the structures where
two atoms are considered to belong to the same
cluster if their distance is less than some scaling of
the sum of their covalent radii, i.e. d< k(r covi + r covj ),
where i and j are atomic indices. A scaling factor
of k= 1.35 was determined empirically. Only struc-
tures that consist of a single 2D cluster after relaxation
are further processed. Figure 2 shows three examples
(graphene, Ge2Se2, and Pb2O6) of structures and
their cluster dimensionalities before and after relax-
ation. All structures initially consist of a single 2D
cluster, but upon relaxation Ge2Se2 and Pb2O6 disin-
tegrate into two 2D clusters as well as one 2D and two
0D clusters, respectively. On the other hand, the relax-
ation of graphene decreases the in-plane lattice con-
stant but does not affect the dimensionality. Accord-
ing to the criterion defined above only graphene will
enter the database.

2.3. Selection: ranking similar structures
Maintaining a high-throughput database inevitably
requires a strategy for comparing similar structures
and ranking themaccording to their relevance. In par-
ticular, this is necessary in order to identify differ-
ent representatives of the same material e.g. result-
ing from independent relaxations, and thereby avoid
duplicate entries and redundant computations. The
C2DB strategy to this end involves a combination of
structure clustering and Pareto analysis.

First, a single-linkage clustering algorithm is used
to group materials with identical reduced chem-
ical formula and ‘similar’ atomic configurations. To
quantify configuration similarity a slightly modi-
fied version of PyMatGen’s [53] distance metric is
employed where the cell volume normalisation is
removed to make it applicable to 2D materials sur-
rounded by vacuum. Roughly speaking, the metric
measures the maximum distance an atom must be
moved (in units of Å) in order to match the two

Figure 2. Three example structures from C2DB (top:
graphene, middle: Ge2Se2, bottom: Pb2O6) with their
respective cluster dimensionalities cluster before (left) and
after (right) relaxation. The number NxD denotes the
number of clusters of dimensionality x. Note that the
number of atoms of the structures depicted in the left and
right columns can differ because the relaxation can change
the lattice constants.

atomic configurations. Two atomic configurations
belong to the same cluster if their distance is below
an empirically determined threshold of 0.3 Å.

At this point, the simplest strategy would be to
remove all but the most stable compound within a
cluster. However, this procedure would remove many
high symmetry crystals for which a more stable dis-
torted version exists. For example, the well known
T-phase of MoS2 would be removed in favour of
the more stable T ′-phase. This is undesired as high-
symmetry structures, even if dynamically unstable at
T= 0, may provide useful information and might in
fact become stabilised at higher temperatures [54].
Therefore, the general strategy adopted for the C2DB,
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Figure 3. Illustration of the Pareto analysis used to filter out duplicates or irrelevant structures from the C2DB. All points
represent materials with the same reduced chemical formula (in this case ReS2) that belong to the same cluster defined by the
structure metric. Only structures lying on the (N,∆H)-Pareto front are retained (black circles) while other materials are excluded
(red circles). The philosophy behind the algorithm is to keep less stable materials if they contain fewer atoms per unit cell than
more stable materials and thus represent structures of higher symmetry.

is to keep a material that is less stable than another
material of the same cluster if it has fewer atoms in
its primitive unit cell (and thus typically higher sym-
metry). Precisely, materials within a given cluster are
kept only if they represent a defining point of the (N,
∆H)-Pareto front, where N is the number of atoms
in the unit cell and ∆H is the heat of formation. A
graphical illustration of the Pareto analysis is shown
in figure 3 for the case of ReS2.

2.4. Classification: crystal structure
The original C2DB employed a crystal prototype clas-
sification scheme where specific materials were pro-
moted to prototypes and used to label groups of
materials with the same or very similar crystal struc-
ture. This approach was found to be difficult to
maintain (as well as being non-transparent). Instead,
materials are now classified according to their crys-
tal type defined by the reduced stoichiometry, space
group number, and the alphabetically sorted labels of
the occupiedWyckoff positions. As an example,MoS2
in the H-phase has the crystal type: AB2-187-bi.

2.5. Classification: magnetic state
In the new version of the C2DB, materials are classi-
fied according to their magnetic state as either non-
magnetic or magnetic. A material is considered mag-
netic if any atomhas a localmagneticmoment greater
than 0.1 µB.

In the original C2DB, the magnetic category was
further subdivided into ferromagnetic (FM) and anti-
ferromagnetic (AFM). But since the simplest anti-
ferromagnetically ordered state typically does not
represent the true ground state, all material entries
with an AFM state have been removed from the
C2DB and replaced by the material in its FM state.
Although the latter is less stable, it represents a

more well defined state of the material. Crucially, the
nearest neighbour exchange couplings for all mag-
netic materials have been included in the C2DB (see
section 5.8). This enables amore detailed and realistic
description of the magnetic order via the Heisenberg
model. In particular, the FM state of a material is not
expected to represent the true magnetic ground if the
exchange coupling J< 0.

2.6. Stability: thermodynamic
The heat of formation,∆H, of a compound is defined
as its energy per atom relative to its constituent ele-
ments in their standard states [55]. The thermody-
namic stability of a compound is evaluated in terms of
its energy above the convex hull, ∆Hhull, which gives
the energy of the material relative to other compet-
ing phases of the same chemical composition, includ-
ing mixed phases [6], see figure 4 for an example.
Clearly, ∆Hhull depends on the pool of reference
phases, which in turn defines the convex hull. The
original C2DB employed a pool of reference phases
comprised by 2807 elemental and binary bulk crys-
tals from the convex hull of the Open Quantum
Materials Database (OQMD) [55]. In the new ver-
sion, this set has been extended by approximately
6783 ternary bulk compounds from the convex hull of
OQMD, making a total of 9590 stable bulk reference
compounds.

As a simple indicator for the thermodynamic
stability of a material, the C2DB employs three
labels (low, medium, high) as defined in table 2.
These indicators are unchanged from the original
version of the C2DB. In particular, the criterion
∆Hhull < 0.2 eV atom−1, defining the most stable
category, was established based on an extensive
analysis of 55 experimentally realised monolayer
crystals [6].
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Figure 4. Convex hull diagram for (Bi,I,Te)-compounds.
Green (red) colouring indicate materials that have a convex
hull energy of less than (greater than) 5 meV. The
monolayers BiI3, Bi2Te3 and BiITe lie on the convex hull.
The monolayers are degenerate with their layered bulk
parent because the vdW interactions are not captured by
the PBE xc-functional.

Table 2. Thermodynamic stability indicator assigned to all
materials in the C2DB.∆H and∆Hhull denote the heat of
formation and energy above the convex hull, respectively.

Thermodynamic stability
indicator Criterion (eV atom−1)

Low ∆H> 0.2
Medium ∆H< 0.2 and∆Hhull > 0.2
High ∆H< 0.2 and∆Hhull < 0.2

It should be emphasised that the energies of
both monolayers and bulk reference crystals are
calculated with the Perdew-Burke-Ernzerhof (PBE)
xc-functional [56]. This implies that some inac-
curacies must be expected, in particular for mater-
ials with strongly localised d-electrons, e.g. certain
transition metal oxides, and materials for which
dispersive interactions are important, e.g. layered
van der Waals crystals. The latter implies that the
energy of a monolayer and its layered bulk parent (if
such exists in the pool of references) will have the
same energy. For further details and discussions see
reference [6].

2.7. Stability: dynamical
Dynamically stable materials are situated at a local
minimumof the potential energy surface and are thus
stable to small structural perturbations. Structures
resulting from DFT relaxations can end up in saddle
point configurations because of imposed symmetry
constraints or an insufficient number of atoms in the
unit cell.

In C2DB, the dynamical stability is assessed from
the signs of the minimum eigenvalues of (1) the
stiffness tensor (see section 3.1) and (2) the Γ-point

Hessian matrix for a supercell containing 2× 2 repe-
titions of the unit cell (the structure is not relaxed in
the 2× 2 supercell). If one of these minimal eigen-
values is negative the material is classified as dynam-
ically unstable. This indicates that the energy can be
reduced by displacing an atom and/or deforming the
unit cell, respectively. The use of two categories for
dynamical stability, i.e. stable/unstable, differs from
the original version of the C2DB where an interme-
diate category was used for materials with negative
but numerically small minimal eigenvalue of either
the Hessian or stiffness tensors.

3. Improved property methodology

The new version of the C2DB has been generated
using a significantly extended and improved work-
flow for property evaluations. This section focuses on
improvements relating to properties that were already
present in the original version of the C2DB while new
properties are discussed in the next section.

3.1. Stiffness tensor
The stiffness tensor, C, is a rank-4 tensor that relates
the stress of amaterial to the applied strain. InMandel
notation (a variant of Voigt notation) C is expressed
as anN ×N matrix relating theN independent com-
ponents of the stress and strain tensors. For a 2D
material N = 3 and the tensor takes the form:

C=

 Cxxxx Cxxyy

√
2Cxxxy

Cxxyy Cyyyy

√
2Cyyxy√

2Cxxxy

√
2Cyyxy 2Cxyxy

 , (1)

where the indices on the matrix elements refer to the
rank-4 tensor. The factors multiplying the tensor ele-
ments account for their multiplicities in the full rank-
4 tensor. In the C2DB workflow, C is calculated as a
finite difference of the stress under an applied strain
with full relaxation of atomic coordinates. A negat-
ive eigenvalue of C signals a dynamical instability, see
section 2.7.

In the first version of the C2DB only the diagonal
elements of the stiffness tensor were calculated. The
new version also determines the shear components
such that the full 3× 3 stiffness tensor is now avail-
able. This improvement also leads to a more accurate
assessment of dynamical stability [57].

3.2. Effective masses with parabolicity estimates
For all materials with a finite band gap the effective
masses of electrons and holes are calculated for bands
within 100 meV of the conduction band minimum
and valence band maximum, respectively. The Hes-
sian matrices at the band extrema (BE) are determ-
ined by fitting a second order polynomium to the
PBE band structure including SOC, and the effective
masses are obtained by subsequent diagonalisation of
the Hessian. The main fitting-procedure is unaltered
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Figure 5. Left: The PBE band structures of Rh2Br6 and MoS2 (coloured dots) in regions around the conduction band minimum.
The dashed red line shows the fit made to estimate the effective masses of the lowest conduction band. The shaded grey region
highlights the error between the fit and the true band structure. The mean absolute relative error (MARE) discussed in the main
text is calculated for energies within 25 meV of the band minimum. For MoS2 the fit is essentially on top of the band energies.
Right: The distribution of the MARE of all effective mass fits in the C2DB. The inset shows the full distribution on a log scale. As
mentioned in the main text, very large MAREs indicate that the band minimum/maximum was incorrectly identified by the
algorithm and/or that the band is very flat. Only three materials have MAREs> 1000% but these each have several bands for
which the fit fails.

from the first version of C2DB, but two important
improvements have been made.

The first improvement consists in an additional k-
mesh refinement step for better localisation of the BE
in the Brillouin zone. After the location of the BE has
been estimated based on a uniformly sampled band
structure with k-point density of 12 Å, another one-
shot calculation is performed with a denser k-mesh
around the estimated BE positions. This ensures a
more accurate and robust determination of the loc-
ation of the BE, which can be important in cases
with a small but still significant spin–orbit splitting or
when the band is very flat or non-quadratic around
the BE. The second refinement step is the same as
in the first version of C2DB, i.e. the band energies
are calculated on a highly dense k-mesh in a small
disc around the BE, and the Hessian is obtained by
fitting the band energies in the range up to 1 meV
from the BE.

The second improvement is the calculation of the
mean absolute relative error (MARE) of the polyno-
mial fit in a 25 meV range from the BE. The value of
25 meV corresponds to the thermal energy at room
temperature and is thus the relevant energy scale for
many applications. To make the MARE independent
of the absolute position of the band we calculate the
average energy of the band over the 25meV and com-
pare the deviation of the fit to this energy scale. The
MARE provides a useful measure of the parabolicity

of the energy bands and thus the validity of the effect-
ive mass approximation over this energy scale.

Figure 5 shows two examples of band struc-
tures with the effective mass fits and corresponding
fit errors indicated. Additionally, the distribution of
MARE for all the effective mass fits in the C2DB
are presented. Most materials have an insignificant
MARE, but a few materials have very large errors.
Materials with a MARE above a few hundreds of per-
centages fall into two classes. For some materials the
algorithm does not correctly find the position of the
BE. An example is Ti2S2 in the space group C2/m. For
others, the fit and BE location are both correct, but
the band flattens away from the BE which leads to a
large MARE as is the case for Rh2Br6 shown in the
figure or Cl2Tl2 in the space group P-1. In general a
small MARE indicates a parabolic band while materi-
als with large MARE should be handled on a case-by-
case basis.

3.3. Orbital projected band structure
To facilitate a state-specific analysis of the PBE Kohn–
Sham wave functions, an orbital projected band
structure (PBS) is provided to complement the pro-
jected density of states (PDOS). In the PAW meth-
odology, the all-electron wave functions are projec-
ted onto atomic orbitals inside the augmentation
spheres centred at the position of each atom. The
PBS resolves these atomic orbital contributions to the
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Figure 6. Orbital projected band structure and orbital projected density of states of MoS2 in the H-phase. The pie chart symbols
indicate the fractional atomic orbital character of the Kohn–Sham wave functions.

wave functions as a function of band and k-point
whereas the PDOS resolves the atomic orbital char-
acter of the total density of states as a function of
energy. The SOC is not included in the PBS or PDOS,
as its effect is separately visualised by the spin-PBS
also available in the C2DB.

As an example, figure 6 shows the PBS (left) and
PDOS (right) of monolayer MoS2 calculated with
PBE. The relative orbital contribution to a givenBloch
state is indicated by a pie chart symbol. In the present
example, one can deduce from the PBS that even
though Mo-p orbitals and S-p orbitals contribute
roughly equally to the DOS in the valence band, the
Mo-p orbital contributions are localised to a region in
the BZ around theM-point, whereas the S-p orbitals
contribute throughout the entire BZ.

3.4. Corrected G0W0 band structures
The C2DB contains G0W0 quasiparticle (QP) band
structures of 370 monolayers covering 14 different
crystal structures and 52 chemical elements. The
details of these calculations can be found in the ori-
ginal C2DB paper [6]. A recent in-depth analysis of
the 61.716 G0W0 data points making up the QP band
structures led to several important conclusions relev-
ant for high-throughput G0W0 calculations. In par-
ticular, it identified the linear QP approximation as
a significant error source in standard G0W0 calcu-
lations and proposed an extremely simple correc-
tion scheme (the empirical Z (empZ) scheme), that
reduces this error by a factor of two on average.

The empZ scheme divides the electronic states
into two classes according to the size of the QP
weight, Z. States with Z ∈ [0.5, 1.0] are classified as
QP consistent (QP-c) while states with Z ̸∈ [0.5,1.0]
are classified as QP inconsistent (QP-ic). With this
definition, QP-c states will have at least half of their
spectral weight in the QP peak. The distribution of

the 60.000+ Z-values is shown in figure 7. It turns
out that the linear approximation to the self-energy,
which is the gist of the QP approximation, introduces
significantly larger errors for QP-ic states than for
QP-c states. Consequently, the empZmethod replaces
the calculated Z of QP-ic states with the mean of the
Z-distribution, Z0 ≈ 0.75. This simple replacement
reduces the average error of the linear approximation
from 0.11 to 0.06 eV.

An illustration of the method applied to MoS2 is
shown in figure 7. The original uncorrected G0W0

band structure is shown in blue while the empZ cor-
rected band structure is shown in orange. MoS2 has
only one QP-ic state in the third conduction band at
the K-point. Due to a break-down of the QP approx-
imation for this state, the G0W0 correction is greatly
overestimated leading to a local discontinuity in the
band structure. The replacement of Z by Z0 for this
particular state resolves the problem. All G0W0 band
structures in the C2DB are now empZ corrected.

3.5. Optical absorbance
In the first version of the C2DB, the optical absorb-
ance was obtained from the simple expression [6]

A(ω)≈ ωImα2D(ω)

ϵ0c
, (2)

whereα2D is the long wavelength limit of the in-plane
sheet polarisability density (note that the equation
is written here in SI units). The sheet polarisabil-
ity is related to the sheet conductivity via σ2D(ω) =
−iωα2D(ω). The expression (2) assumes that the elec-
tric field inside the layer equals the incoming field (i.e.
reflection is ignored), and hence, it may overestimate
the absorbance.

In the new version, the absorbance is evaluated
from A= 1−R−T, where R and T are the reflected
and transmitted powers of a plane wave at normal
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Figure 7. Top: Distribution of the 61 716 QP weights (Z)
contained in the C2DB. The blue part of the distribution
shows QP-consistent (QP-c) Z-values while the orange part
shows QP-inconsistent (QP-ic) Z values. In general, the
linear expansion of the self-energy performed when solving
the QP equation works better for Z closer to 1. About 0.3%
of the Z-values lie outside the interval from 0 to 1 and are
not included in the distribution. Bottom: G0W0 band
structure before (blue) and after (orange) applying the
empZ correction, which replaces Z by the mean of the
distribution for QP-ic states. In the case of MoS2 only one
state at K is QP-ic.

incidence, respectively. These can be obtained from
the conventional transfer matrix method applied to
a monolayer suspended in vacuum. The 2D mater-
ial is here modelled as an infinitely thin layer with a
sheet conductivity. Alternatively, it can be modelled
as quasi-2D material of thickness d with a ‘bulk’ con-
ductivity of σ = σ2D/d [58], but the two approaches
yield very similar results, since the optical thickness
of a 2D material is much smaller than the optical
wavelength. Within this model, the expression for the
absorbance of a suspended monolayer with the sheet
conductivity σ2D reads:

A(ω) = Re
{
σ2D(ω)η0

}∣∣∣∣ 2

2+σ2D(ω)η0

∣∣∣∣2 , (3)

where η0 = 1/(ϵ0c)≈ 377 Ω is the vacuum imped-
ance.

If the light–matter interaction is weak, i.e.
|σ2Dη0| ≪ 1, equation (3) reduces to equation (2).

Nonetheless, due the strong light–matter interaction
in some 2D materials, this approximation is not reli-
able in general. In fact, it can be shown that the max-
imum possible absorption from equation (3) is 50%,
which is known as the upper limit of light absorp-
tion in thin films [59]. This limit is not guaranteed
by equation (2), which can even yield an absorbance
above 100%.

As an example, figure 8 shows the absorption
spectrum of monolayer MoS2 for in- and out-of-
plane polarised light as calculated with the exact
equation (3) and the approximate equation (2),
respectively. In all cases the sheet polarisability is
obtained from the BSE to account for excitonic effects
[6]. For weak light–matter interactions, e.g. for the z-
polarised light, the two approaches agree quite well,
but noticeable differences are observed in regions
with stronger light–matter interaction.

4. Newmaterials in the C2DB

In this section we discuss the most significant exten-
sions of the C2DB in terms of new materials. The
set of materials presented here is not complete, but
represents the most important and/or well defined
classes. The materials discussed in sections 4.1 and
4.2 (MXY Janus monolayers and monolayers extrac-
ted from experimental crystal structure databases)
are already included in the C2DB. The materials
described in sections 4.3 and 4.4 (homo-bilayers and
monolayer point defect systems) will soon become
available as separate C2DB-interlinked databases.

4.1. MXY Janus monolayers
The class of TMDC monolayers of the type MX2
(where M is the transition metal and X is a chalco-
gen) exhibits a large variety of interesting and unique
properties and has been widely discussed in the liter-
ature [60]. Recent experiments have shown that it is
not only possible to synthesise different materials by
changing the metal M or the chalcogen X, but also by
exchanging the X on one side of the layer by another
chalcogen (or halogen) [61–63]. This results in a class
of 2D materials known as MXY Janus monolayers
with brokenmirror symmetry and finite out-of-plane
dipolemoments. The prototypicalMXY crystal struc-
tures are shown in figure 9 for the case of MoSSe
and BiTeI, which have both been experimentally real-
ised [61–63]. Adopting the nomenclature from the
TMDCs, the crystal structures are denoted as H- or
T-phase, depending on whether X and Y atoms are
vertically aligned or displaced, respectively.

In a recent work [64], the C2DB workflow was
employed to scrutinise and classify the basic elec-
tronic and optical properties of 224 different MXY
Janus monolayers. All data from the study is avail-
able in the C2DB. Here we provide a brief discussion
of the Rashba physics in these materials and refer the

9
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Figure 8. Optical absorption of standalone monolayer MoS2 for x/y-polarisation (left) and z-polarisation (right) at normal
incident in the BSE framework, obtained using equation (2) (blue) or equation (3) (orange). The crystal structure cross-sectional
views are shown in the inset with the definition of directions.

Figure 9. Atomic structure of the MXY Janus monolayers in
the H-phase (left) and T-phase (right). The two prototype
materials MoSSe and BiTeI are examples of experimentally
realised monolayers adopting these crystal structures (not
to scale).

interested reader to [64] for more details and analysis
of other properties.

A key issue when considering hypothetical mater-
ials, i.e. materials not previously synthesised, is their
stability. The experimentally synthesised MoSSe and
BiTeI are both found to be dynamically stable and
lie within 10 meV of the convex hull confirming
their thermodynamic stability. Out of the 224 ini-
tial monolayers 93 are classified as stable according to
the C2DB criteria (dynamically stable and ∆Hhull <
0.2 eV atom−1). Out of the 93 stable materials, 70
exhibit a finite band gap when computed with the
PBE xc-functional.

The Rashba effect is a momentum dependent
splitting of the band energies of a 2D semiconductor
in the vicinity of a band extremum arising due to
the combined effect of spin–orbit interactions and
a broken crystal symmetry in the direction perpen-
dicular to the 2D plane. The simplest model used to
describe the Rashba effect is a 2D electron gas in a per-
pendicular electric field (along the z-axis). Close to

the band extremum, the energy of the two spin bands
is described by the Rashba Hamiltonian [65, 66]:

H= αR(σ× k) · êz, (4)

whereσ is the vector of Pauli matrices, k= p/ℏ is the
wave number, and the Rashba parameter is propor-
tional to the electric field strength, αR ∝ E0.

Although the Rashba Hamiltonian is only meant
as a qualitative model, it is of interest to test its valid-
ity on the Janus monolayers. The electric field of
the Rashba model is approximately given by E0 =
∆Vvac/d, where∆Vvac is the shift in vacuumpotential
on the two sides of the layer (see left inset of figure 10)
and d is the layer thickness. Assuming a similar thick-
ness for all monolayers, the electric field is propor-
tional to the potential shift. Not unexpected, the lat-
ter is found to correlate strongly with the difference in
electronegativity of the X and Y atoms, see left panel
of figure 10.

The Rashba energy, ER, can be found by fitting
E(k) = ℏ2k2/2m∗ ±αRk to the band structure (see
right inset of figure 10) and should scale with the elec-
tric field strength. However, as seen from the right
panel of figure 10, there is no correlation between the
two quantities. Hence we conclude that the simple
Rashba model is completely inadequate and that the
strength of the perpendicular electric field cannot be
used to quantify the effect of spin–orbit interactions
on band energies.

4.2. Monolayers from known layered bulk crystals
The C2DB has been extended with a number of
monolayers that are likely exfoliable from experi-
mentally known layered bulk compounds. Specific-
ally, the Inorganic Crystal Structure Database (ICSD)
[67] and CrystallographyOpenDatabase (COD) [68]
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Figure 10. Left: Correlation between the electronegativity difference of X and Y in MXY Janus monolayers and the vacuum level
shift across the layer. Right: Correlation between the Rashba energy and the vacuum level shift. Structures in the H-phase (e.g.
MoSSe) are shown in black while structures in the T-phase (e.g. BiTeI) are shown in orange. The linear fit has the slope
1.35 eV/∆χ (Pauling scale). The insets show the definition of the vacuum level shift and the Rashba energy, respectively.
Modified from [64].

have first been filtered for corrupted, duplicate and
theoretical compounds, which reduce the initial set
of 585.485 database entries to 167.767 unique mater-
ials. All of these have subsequently been assigned a
‘dimensionality score’ based on a purely geometrical
descriptor. If the 2D score is larger than the sum of
0D, 1D and 3D scores we regard the material as being
exfoliable and we extract the individual 2D compon-
ents that comprise the material (see also section 2.2).
We refer to the original work on the method for
details [52] and note that similar approaches were
applied in [11, 12] to identify potentially exfoliable
monolayers from the ICSD and COD.

The search has been limited to bulk compounds
containing less than six different elements and no
rare earth elements. This reduces the set of relevant
bulk materials to 2991. For all of these we extracted
the 2D components containing less than 21 atoms
in the unit cell, which were then relaxed and sorted
for duplicates following the general C2DB workflow
steps described in sections 2.1–2.3. At this point 781
materials remain. This set includes most known 2D
materials and 207 of the 781 were already present
in the C2DB prior to this addition. All the materi-
als (including those that were already in C2DB) have
been assigned an ICSD/COD identifier that refers to
the parent bulk compound fromwhich the 2Dmater-
ial was computationally exfoliated.We emphasise that
we have not considered exfoliation energies in the
analysis and a subset of these materials may thus be
rather strongly bound and challenging to exfoliate
even if the geometries indicate van der Waals bonded
structures of the parent bulk compounds.

Figure 11 shows the distribution of energies
above the convex hull for materials derived from

parent structures in ICSD or COD as well as for the
entire C2DB, which includes materials obtained from
combinatorial lattice decoration as well. As expected,
the materials derived from experimental bulk materi-
als are situated rather close to the convex hull whereas
those obtained from lattice decoration extend to ener-
gies far above the convex hull. It is also observed that
a larger fraction of the experimentally derived mater-
ials are dynamically stable. There are, however, well
known examples of van der Waals bonded structures
where the monolayer undergoes a significant lattice
distortion, which will manifest itself as a dynamical
instability in the present context. For example, bulk
MoS2 exists in van derWaals bonded structures com-
posed of either 2 H-MoS2 or 1 T-MoS2 layers, but a
monolayer of the 1 T phase undergoes a structural
deformation involving a doubling of the unit cell [69]
and is thus categorised as dynamically unstable by
the C2DBworkflow. The dynamically stablematerials
derived from parent bulk structures in the ICSD and
COD may serve as a useful subset of the C2DB that
are likely to be exfoliable from known compounds
and thus facilitate experimental verification. As a first
application the subset has been used to search for
magnetic 2Dmaterials, which resulted in a total of 85
ferromagnets and 61 anti-ferromagnets [70].

4.3. Outlook: multilayers
The C2DB is concerned with the properties of cova-
lently bonded monolayers (see discussion of dimen-
sionality filtering in section 2.2). However, multilayer
structures composed of two or more identical mono-
layers are equally interesting and often have prop-
erties that deviate from those of the monolayer. In
fact, the synthesis of layered vdW structures with a
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Figure 11. Distribution of energies above the convex hull
for the 2D materials extracted from bulk compounds in
ICSD and COD (top) and for the entire C2DB including
those constructed from combinatorial lattice decoration
(bottom). Dynamically stable materials are indicated in
blue.

controllable number of layers represents an interest-
ing avenue for atomic-scale materials design. Several
examples of novel phenomena emerging in layered
vdW structures have been demonstrated including
direct-indirect band gap transitions inMoS2 [71, 72],
layer-parity selective Berry curvatures in few-layer
WTe2 [73], thickness-dependent magnetic order in
CrI3 [74, 75], and emergent ferroelectricity in bilayer
hBN [76].

As a first step towards a systematic exploration of
multilayer 2D structures, the C2DB has been used as
basis for generating homobilayers in various stack-
ing configurations and subsequently computing their
properties following a modified version of the C2DB
monolayer workflow. Specifically, the most stable
monolayers (around 1000) are combined into bilay-
ers by applying all possible transformations (unit
cell preserving point group operations and transla-
tions) of one layer while keeping the other fixed. The
candidate bilayers generated in this way are subject
to a stability analysis, which evaluates the binding
energy and optimal IL distance based on PBE-D3 [77]
total energy calculations keeping the atoms of the
monolayers fixed in their PBE relaxed geometry, see
figures 12 and table 3.

Figure 12. An illustration of the optimisation of the
interlayer (IL) distance for MoS2 in the AA stacking. The
black crosses are the points sampled by the optimisation
algorithm while the blue curve is a spline interpolation of
the black crosses. The inset shows the MoS2 AA stacking
and the definition of the IL distance is indicated with a
black double-sided arrow.

Table 3. Exfoliation energies for selected materials calculated with
the PBE+D3 xc-functional as described in section 4.3 and
compared with the DF2 and rVV10 results from [11]. The
spacegroups are indicated in the column ‘SG’. All numbers are in
units of meV Å−2.

Material SG PBE+D3 DF2 rVV10

MoS2 P-6m2 28.9 21.6 28.8
MoTe2 P-6m2 30.3 25.2 30.4
ZrNBr Pmmn 18.5 10.5 18.5
C P6/mmm 18.9 20.3 25.5
P Pmna 21.9 38.4 30.7
BN P-6m2 18.9 19.4 24.4
WTe2 P-6m2 32.0 24.7 30.0
PbTe P3m1 23.2 27.5 33.0

The calculated IL binding energies are generally in
the range from a few to a hundred meV Å−2 and IL
distances range from1.5 to 3.8 Å. A scatter plot of pre-
liminary binding energies and IL distances is shown
in figure 13. The analysis of homobilayers provides an
estimate of the energy required to peel a monolayer
off a bulk structure. In particular, the binding energy
for the most stable bilayer configuration provides a
measure of the exfoliation energy of the monolayer.
This key quantity is now available for all monolayers
in the C2DB, see section 5.1.

4.4. Outlook: point defects
The C2DB is concerned with the properties of 2D
materials in their pristine crystalline form. How-
ever, as is well known the perfect crystal is an ideal-
ised model of real materials, which always contain
defects in smaller or larger amounts depending on
the intrinsic materials properties and growth condi-
tions. Crystal defects often have a negative impact on
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Figure 13. Scatter plot of the calculated interlayer distance
and binding energies of (homo)bilayers of selected
materials from C2DB. A few well known materials are
highlighted: MoS2, graphene (C2), and hexagonal boron
nitride (hBN). The bilayer binding energies provide an
estimate of the monolayer exfoliation energies, see
section 5.1.

physical properties, e.g. they lead to scattering and life
time-reduction of charge carriers in semiconductors.
However, there are also important situations where
defects play a positive enabling role, e.g. in doping of
semiconductors, as colour centres for photon emis-
sion [78, 79] or as active sites in catalysis.

To reduce the gap between the pristine model
material and real experimentally accessible samples,
a systematic evaluation of the basic properties of the
simplest native point defects in a selected subset of
monolayers from the C2DB has been initiated. The
monolayers are selected based on the stability of the
pristine crystal. Moreover, only non-magnetic semi-
conductors with a PBE band gap satisfying Egap >
1 eV are currently considered as such materials are
candidates for quantum technology applications like
single-photon sources and spin qubits. Following
these selection criteria around 300 monolayers are
identified and their vacancies and intrinsic substitu-
tional defects are considered, yielding a total of about
1500 defect systems.

Each defect system is subject to the same work-
flow, which is briefly outlined below. To enable point
defects to relax into their lowest energy configuration,
the symmetry of the pristine host crystal is intention-
ally broken by the chosen supercell, see figure 14 (a).
In order tominimise defect–defect interaction, super-
cells are furthermore chosen such that the minimum
distance between periodic images of defects is larger
than 15 Å. Unique point defects are created based on
the analysis of equivalent Wyckoff positions for the
host material. To illustrate some of the properties that
will feature in the upcoming point defect database, we
consider the specific example of monolayer CH2Si.

First, the formation energy [80, 81] of a given
defect is calculated from PBE total energies. Next,

Slater–Janak transition state theory is used to obtain
the charge transition levels [82, 83]. By combining
these results, one obtains the formation energy of
the defect in all possible charge states as a function
of the Fermi level. An example of such a diagram is
shown in figure 14 (b) for the case of the VC and CSi
defects in monolayer CH2Si. For each defect and each
charge state, the PBE single-particle energy level dia-
gram is calculated to provide a qualitative overview of
the electronic structure. A symmetry analysis [84] is
performed for the defect structure and the individual
defect states lying inside the band gap. The energy
level diagram of the neutral VSi defect in CH2Si is
shown in figure 14 (c), where the defect states are
labelled according to the irreducible representations
of the Cs point group.

In general, excited electronic states can be mod-
elled by solving the Kohn–Sham equations with non-
Aufbau occupations. The excited-state solutions are
saddle points of the Kohn–Sham energy functional,
but common self-consistent field (SCF) approaches
often struggle to find such solutions, especially when
nearly degenerate states are involved. The calcula-
tion of excited states corresponding to transitions
between localised states inside the band gap is there-
fore performed using an alternative method based
on the direct optimisation (DO) of orbital rotations
in combination with the maximum overlap method
(MOM) [85]. This method ensures fast and robust
convergence of the excited states, as compared to SCF.
In figure 14 (d), the reorganisation energies for the
ground and excited state, as well as the zero-phonon
line (ZPL) energy are sketched. For the specific case of
the Si vacancy inCH2Si, theDO-MOMmethod yields
EZPL = 3.84 eV, λ

reorg
gs = 0.11 eV and λreorgexc = 0.16 eV.

For systems with large electron-phonon coupling (i.e.
Huang–Rhys factor > 1) a one-dimensional approx-
imation for displacements along the main phonon
mode is used to produce the configuration coordin-
ate diagram (see figure 14 (d)). In addition to the ZPL
energies and reorganisation energies, the Huang–
Rhys factors, photoluminescence spectrum from the
1D phonon model, hyperfine coupling and zero field
splitting are calculated.

5. New properties in the C2DB

This section reports on new properties that have
become available in the C2DB since the first release.
The employed computational methodology is
described in some detail and results are compared
to the literature where relevant. In addition, some
interesting property correlations are considered along
with general discussions of the general significance
and potential application of the available data.

5.1. Exfoliation energy
The exfoliation energy of a monolayer is estimated as
the binding energy of its bilayer in the most stable
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Figure 14. Overview of some of the properties included in the 2D defect database project for the example host material CH2Si.
(a) The supercell used to represent the defects (here a Si vacancy). The supercell is deliberately chosen to break the symmetry of
the host crystal lattice. (b) Formation energies of a C vacancy (green) and C–Si substitutional defect (purple). (c) Energy and
orbital symmetry of the localised single-particle states of the VSi defect for both spin channels (left and right). The Fermi level is
shown by the dotted line. (d) Schematic excited state configuration energy diagram. The transitions corresponding to the vertical
absorption and the zero-phonon emission are indicated.

stacking configuration (see also section 4.3). The
binding energy is calculated using the PBE+D3 xc-
functional [86] with the atoms of both monolayers
fixed in the PBE relaxed geometry. Table 3 compares
exfoliation energies obtained in this way to values
from Mounet et al [11] for a representative set of
monolayers.

5.2. Bader charges
For all monolayers we calculate the net charge on the
individual atoms using the Bader partitioning scheme
[87]. The analysis is based purely on the electron
density, which we calculate from the PAW pseudo
density plus compensation charges using the PBE xc-
functional. Details of the method and its implement-
ation can be found in Tang et al [88]. In section 5.4
we compare and discuss the relation between Bader
charges and Born charges.

5.3. Spontaneous polarisation
The spontaneous polarisation (Ps) of a bulk mater-
ial is defined as the charge displacement with respect
to that of a reference centrosymmetric structure
[89, 90]. Ferroelectric materials exhibit a finite value

of Ps that may be switched by an applied external field
and have attracted a large interest for a wide range of
applications [91–93].

The spontaneous polarisation in bulk materials
can be regarded as electric dipole moment per unit
volume, but in contrast to the case of finite systems
this quantity is ill-defined for periodic crystals [89].
Nevertheless, one can define the formal polarisation
density:

P=
1

2π

e

V

∑
l

ϕlal, (5)

where al (with l ∈ {1,2,3 }) are the lattice vectors
spanning the unit cell,V is the cell volume and e is the
elementary charge. ϕl is the polarisation phase along
the lattice vector defined by:

ϕl =
∑
i

Zibl ·ui −ϕelecl , (6)

where bl is the reciprocal lattice vector satisfying bl ·
Rl = 2π and ui is the position of nucleus iwith charge
eZi. The electronic contribution to the polarisation
phase is defined as:
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Figure 15. Depicted in the blue plot is the formal
polarisation calculated along the adiabatic path for GeSe,
using the methods described in the main text. The orange
plot shows the energy potential along the path as well as
outside. Figure inset: The structure of GeSe in the two
non-centrosymmetric configurations corresponding to
−Ps and Ps and the centrosymmetric configuration.

ϕelecl =
1

Nk⊥bl
Im

∑
k∈BZ⊥bl

× ln
Nk∥bl−1∏
j=0

det
occ

[
⟨unk+jδk⟩

∣∣umk+( j+1)δk

]
,

(7)

where BZ⊥bl = {k|k · bl = 0} is a plane of k-points
orthogonal to bl, δk is the distance between neigh-
bouring k-points in the bl direction andNk∥bl (Nk⊥bl)
is the number of k-points along (perpendicular to)
the bl direction. These expression generalise straight-
forwardly to 2D.

The formal polarisation is onlywell-definedmod-
ulo eRn/V where Rn is any lattice vector. However,
changes in polarisation are well defined and the spon-
taneous polarisation may thus be obtained by:

Ps =

ˆ 1

0

dP(λ)

dλ
dλ, (8)

where λ is a dimensionless parameter that defines an
adiabatic structural path connecting the polar phase
(λ= 1) with a non-polar phase (λ= 0).

The methodology has been implemented in
GPAW and used to calculate the spontaneous polar-
isation of all stable materials in the C2DB with a PBE
band gap above 0.01 eV and a polar space group
symmetry. For each material, the centrosymmetric
phase with smallest atomic displacement from the
polar phase is constructed and relaxed under the con-
straint of inversion symmetry. The adiabatic path
connecting the two phases is then used to calculate the
spontaneous polarisation using equations (5)–(8). An
example of a calculation forGeSe is shown in figure 15
where the polarisation along the path connecting
two equivalent polar phases via the centrosymmet-
ric phase is shown together with the total energy. The

spontaneous polarisation obtained from the path is
39.8 nCm−1 in good agreement with previous calcu-
lations [94].

5.4. Born charges
The Born charge of an atom a at position ua in a solid
is defined as:

Za
ij =

V

e

∂Pi
∂uaj

∣∣∣∣∣
E=0

. (9)

It can be understood as an effective charge assigned to
the atom to match the change in polarisation in dir-
ection i when its position is perturbed in direction j.
Since the polarisation density and the atomic position
are both vectors, the Born charge of an atom is a rank-
2 tensor. The Born charge is calculated as a finite dif-
ference and relies on the Modern theory of polarisa-
tion [95] for the calculation of polarisation densities,
see reference [96] for more details. The Born charge
has been calculated for all stable materials in C2DB
with a finite PBE band gap.

It is of interest to examine the relation between the
Born charge and the Bader charge (see section 5.2). In
materials with strong ionic bonds one would expect
the charges to follow the atoms. On the other hand,
in covalently bonded materials the hybridisation pat-
tern and thus the charge distribution, depends on the
atom positions in a complex way, and the idea of
charges following the atom is expected to break down.
In agreement with this idea, the (in-plane) Born
charges in the strongly ionic hexagonal hBN (± 2.71e
for B and N, respectively) are in good agreement
with the calculated Bader charges (± 3.0e). In con-
trast, (the in-plane) Born charges in MoS2 (−1.08e
and 0.54e for Mo and S, respectively) deviate signi-
ficantly from the Bader charges (1.22e and−0.61e for
Mo and S, respectively). In fact, the values disagree
even on the sign of the charges underlining the non-
intuitive nature of the Born charges in covalently bon-
ded materials.

Note that the out-of-plane Born charges never
match the Bader charges, even for strongly ionic insu-
lators, and are consistently smaller in value than the
in-plane components. The smaller out-of-plane val-
ues are consistent with the generally smaller out-of-
plane polarisability of 2D materials (for both elec-
tronic and phonon contributions) and agrees with the
intuitive expectation that it is more difficult to polar-
ise a 2Dmaterial in the out-of-plane direction as com-
pared to the in-plane direction.

Figure 16 shows the average of the diagonal of
the Born charge tensor, Tr(Za)/3, plotted against the
Bader charges for all 585 materials in the C2DB for
which the Born charges have been computed. The
data points have been coloured according to the ion-
icity of the atom a defined as I(a) = |χa −⟨χ⟩|, where
χa and ⟨χ⟩ are the Pauling electronegativity of atom
a and the average electronegativity of all atoms in the
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Figure 16. Born charges, Tr(Z)/3, vs. Bader charges for
3025 atoms in the 585 materials for which the Born charges
are calculated. The colors indicate the ionicity of the atoms
(see main text).

Figure 17. Bader and in-plane Born charges vs. band gap.

unit cell, respectively. The ionicity is thus a measure
of the tendency of an atom to donate/accept charge
relative to the average tendency of atoms in themater-
ial. It is clear from figure 16 that there is a larger
propensity for the Born and Bader charges to match
in materials with higher ionicity.

Figure 17 plots the average (in-plane) Born charge
and the Bader charge versus the band gap. It is clear
that large band gap materials typically exhibit integer
Bader charges, whereas there is no clear correlation
between the Born charge and the band gap.

5.5. Infrared polarisability
The original C2DB provided the frequency depend-
ent polarisability computed in the random phase
approximation (RPA) with inclusion of electronic
interband and intraband (for metals) transitions [6].
However, phonons carrying a dipole moment (so-
called IR active phonons) also contribute to the polar-
isability at frequencies comparable to the frequency of
optical phonons. This response is described by the IR
polarisability:

Figure 18. Total polarisability, including both electrons and
phonons, of monolayer hBN in the infrared (IR) frequency
regime. The resonance at around 180 meV is due to the
Γ-point longitudinal optical phonon. At energies above all
phonon frequencies (but below the band gap) the
polarisability is approximately constant and equal to the
static limit of the electronic polarisability, α∞.

αIR(ω) =
e2

A
ZTM−1/2

(∑
i

did
T
i

ω2i −ω2− iγω

)
M−1/2Z,

(10)

whereZ andM arematrix representations of the Born
charges and atomicmasses,ω2i and di are eigenvectors
and eigenvalues of the dynamical matrix, A is the in-
plane cell area and γ is a broadening parameter rep-
resenting the phonon lifetime and is set to 10 meV.
The total polarisability is then the sum of the elec-
tronic polarisability and the IR polarisability.

The new C2DB includes the IR polarisability of
all monolayers for which the Born charges have been
calculated (stable materials with a finite band gap),
see section (5.4). As an example, figure 18 shows the
total polarisability of monolayer hexagonal hBN. For
details on the calculation of the IR polarisability see
reference [96].

5.6. Piezoelectric tensor
The piezoelectric effect is the accumulation of
charges, or equivalently the formation of an electric
polarisation, in a material in response to an applied
mechanical stress or strain. It is an importantmaterial
characteristic with numerous scientific and techno-
logical applications in sonar, microphones, acceler-
ometers, ultrasonic transducers, energy conversion,
etc [97, 98]. The change in polarisation originates
from the movement of positive and negative charge
centres as the material is deformed.

Piezoelectricity can be described by the (proper)
piezoelectric tensor cijk with i, j,k ∈ {x,y,z}, given by
[99]:

cijk =
e

2πV

∑
l

∂ϕl
∂ϵjk

ali, (11)

which differs from equation (5) only by a derivative of
the polarisation phasewith respect to the strain tensor
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Table 4. Comparison of computed piezoelectric tensor versus
experimental values and previous calculations for hexagonal BN
and a selected set of TMDCs (space group 187). All numbers are
in units of nC/m. Experimental data for MoS2 is obtained from
[102].

Material Exp. Theory [101] C2DB

BN — 0.14 0.13
MoS2 0.3 0.36 0.35
MoSe2 — 0.39 0.38
MoTe2 — 0.54 0.48
WS2 — 0.25 0.24
WSe2 — 0.27 0.26
WTe2 — 0.34 0.34

ϵjk. Note that cijk does not depend on the chosen
branch cut.

The piezoelectric tensor is a symmetric
tensor with at most 18 independent components.
Furthermore, the point group symmetry restricts the
number of independent tensor elements and their
relationships due to the well-knownNeumann’s prin-
ciple [100]. For example, monolayerMoS2 with point
group D3h, has only one non-vanishing independ-
ent element of cijk. Note that cijk vanishes identic-
ally for centrosymmetric materials. Using a finite-
difference technique with a finite but small strain
(1% in our case), equation (11) has been used to
compute the proper piezoelectric tensor for all non-
centrosymmetric materials in the C2DB with a finite
band gap. Table 4 shows a comparison of the piezo-
electric tensors in the C2DB with literature for a
selected set of monolayer materials. Good agreement
is obtained for all these materials.

5.7. Topological invariants
For all materials in the C2DB exhibiting a direct band
gap below 1 eV, the k-space Berry phase spectrum
of the occupied bands has been calculated from the
PBE wave functions. Specifically, a particular k-point
is written as k1b1+ k2b2 and the Berry phases γn(k2)
of the occupied states on the path k1 = 0→ k1 = 1 is
calculated for each value of k2. The connectivity of
the Berry phase spectrum determines the topological
properties of the 2D Bloch Hamiltonian [103, 104].

The calculated Berry phase spectra of the relev-
ant materials are available for visual inspection on the
C2DB webpage. Three different topological invari-
ants have been extracted from these spectra and are
reported in the C2DB: (1) The Chern number, C,
takes an integer value and is well defined for any
gapped 2D material. It determines the number of
chiral edge states on any edge of the material. For any
non-magnetic material the Chern number vanishes
due to time-reversal symmetry. It is determined from
the Berry phase spectrum as the number of crossings
at any horizontal line in the spectrum. (2) The mir-
ror Chern number, CM , defined for gapped mater-
ials with a mirror plane in the atomic layer [105].
For such materials, all states may be chosen as mirror

eigenstates with eigenvalues ±i and the Chern num-
bers C± can be defined for each mirror sector separ-
ately. For a material with vanishing Chern number,
the mirror Chern number is defined as CM = (C+ −
C−)/2 and takes an integer value corresponding to
the number of edge states on any mirror symmetry
preserving edge. It is obtained from the Berry phase
spectrum as the number of chiral crossings in each
of the mirror sectors. (3) The Z2 invariant, ν, which
can take the values 0 and 1, is defined for materi-
als with time-reversal symmetry. Materials with ν= 1
are referred to as quantum spin Hall insulators and
exhibit helical edge states at any time-reversal con-
serving edge. It is determined from the Berry phase
spectrum as the number of crossing points modulus
2 at any horizontal line in the interval k2 ∈ [0, 1/2].

Figure 19 shows four representative Berry phase
spectra corresponding to the three cases of non-
vanishing C, CM and ν as well as a trivial insulator.
The four materials are: OsCl3 (space group 147)—
a Chern insulator with C= 1, OsTe2 (space group
14)—a mirror crystalline insulator with CM = 2, SbI
(spacegroup 1)—a quantum spin Hall insulator with
ν= 1 and BiITe (spacegroup 156)—a trivial insulator.
Note that a gap in the Berry phase spectrum always
implies a trivial insulator.

In [106] the C2DB was screened for materi-
als with non-trivial topology. At that point it was
found that the database contained 7 Chern insulat-
ors, 21 mirror crystalline topological insulators and
48 quantum spin Hall insulators. However, that does
not completely exhaust the the topological proper-
ties of materials in the C2DB. In particular, there
may be materials that can be topologically classified
based on crystalline symmetries other than themirror
plane of the layer. In addition, second order topolo-
gical effectsmay be present in certainmaterials, which
imply that flakes will exhibit topologically protected
corner states. Again, the Berry phase spectra may be
used to unravel the second order topology by means
of nested Wilson loops [107].

5.8. Exchange coupling constants
The general C2DB workflow described in
sections 2.1–2.3 will identify the FM ground state
of a material and apply it as starting point for sub-
sequent property calculations, whenever it is more
stable than the spin-paired ground state. In reality,
however, the FM state is not guaranteed to comprise
the magnetic ground state. In fact, AFM states often
have lower energy than the FM one, but in general
it is non-trivial to obtain the true magnetic ground
state. We have chosen to focus on the FM state due
to its simplicity and because its atomic structure and
stability are often very similar to those of other mag-
netic states. Whether or not the FM state is the true
magnetic ground state is indicated by the nearest
neighbour exchange coupling constant as described
below.
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Figure 19. Berry phase spectra of the Chern insulator OsCl3 (top left), the crystalline topological insulator OsTe2 (top right), the
quantum spin Hall insulator SbI (lower left) and the trivial insulator BiITe (lower right).

When investigating magnetic materials the ther-
modynamical properties (for example the critical
temperatures for ordering) are of crucial interest. In
two dimensions the Mermin–Wagner theorem [108]
comprises an extreme example of the importance of
thermal effects since it implies that magnetic order
is only possible at T= 0 unless the spin-rotational
symmetry is explicitly broken. The thermodynamic
properties cannot be accessed directly by DFT. Con-
sequently, magnetic models that capture the crucial
features of magnetic interactions must be employed.
For insulators, the Heisenberg model has proven
highly successful in describing magnetic properties
of solids in 3D as well as 2D [109]. It represents the
magnetic degrees of freedom as a lattice of localised
spins that interact through a set of exchange coup-
ling constants. If the model is restricted to include
only nearest neighbour exchange and assume mag-
netic isotropy in the plane, it reads:

H=− J

2

∑
⟨ij⟩

Si · Sj −
λ

2

∑
⟨ij⟩

SziS
z
j −A

∑
i

(
Szi
)2
, (12)

where J is the nearest neighbour exchange constant,
λ is the nearest neighbour anisotropic exchange con-
stant andAmeasures the strength of single-ion aniso-
tropy. We also neglect off-diagonal exchange coup-
ling constants that give rise to terms proportional to
Sxi S

y
j , S

y
i S

z
j and SziS

x
j . The out-of-plane direction has

been chosen as z and ⟨ij⟩ implies that for each site i
we sum over all nearest neighbour sites j. The para-
meters J, λ and A may be obtained from an energy
mapping analysis involving four DFT calculations
with different spin configurations [70, 110, 111]. The
thermodynamic properties of the resulting ‘first prin-
ciples Heisenberg model’ may subsequently be ana-
lysedwith classicalMonte Carlo simulations or renor-
malised spin wave theory [36, 112].

The C2DB provides the values of J, λ, and A as
well as the number of nearest neighbours Nnn and
the maximum eigenvalue of Sz (S), which is obtained
from the total magnetic moment per atom in the
FM ground state (rounded to nearest half-integer for
metals). These key parameters facilitate easy post-
processing analysis of thermal effects on themagnetic
structure. In [113] such an analysis was applied to
estimate the critical temperature of all FM materials
in the C2DB based on a model expression for TC and
the parameters from equation (12).

For metals, the Heisenberg parameters available
in C2DB should be used with care because the Heis-
enberg model is not expected to provide an accur-
ate description of magnetic interactions in this case.
Nevertheless, even for metals the sign and magnitude
of the parameters provide an important qualitative
measure of the magnetic interactions that may be
used to screen and select materials for more detailed
investigations of magnetic properties.
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A negative value of J implies the existence of an
AFM state with lower energy than the FM state used
in C2DB. This parameter is thus crucial to consider
when judging the stability and relevance of a mater-
ial classified as magnetic in C2DB (see section 2.5).
Figure 20 shows the distribution of exchange coupling
constants (weighted by S2) of the magnetic materials
in the C2DB. The distribution is slightly skewed to the
positive side indicating that FM order is more com-
mon than AFM order.

The origin ofmagnetic anisotropymay stem from
either single-ion anisotropy or anisotropic exchange
and it is in general difficult a priori to determ-
ine, which mechanism is most important. There
is, however, a tendency in the literature to neglect
anisotropic exchange terms in a Heisenberg model
description of magnetism and focus solely on the
single-ion anisotropy. In figure 20 we show a scat-
ter plot of the anisotropy parameters A and λ for the
FM materials (J> 0). The spread of the parameters
indicate that the magnetic anisotropy is in general
equally likely to originate from both mechanisms
and neglecting anisotropic exchange is not advis-
able. For ferromagnets, the model (equation (12))
only exhibits magnetic order at finite temperatures if
A(2S− 1)+λNnn > 0 [113]. Neglecting anisotropic
exchange thus excludes materials with A< 0 that sat-
isfiesA(2S− 1)+λNnn > 0. This is in fact the case for
11 FM insulators and 31 FM metals in the C2DB.

5.9. Raman spectrum
Raman spectroscopy is an important technique used
to probe the vibrational modes of a solid (or
molecule) by means of inelastic scattering of light
[114]. In fact, Raman spectroscopy is the domin-
ant method for characterising 2D materials and can
yield detailed information about chemical composi-
tion, crystal structure and layer thickness. There exist
several different types of Raman spectroscopies that
differ mainly by the number of photons and phon-
ons involved in the scattering process [114]. The first-
order Raman process, in which only a single phonon
is involved, is the dominant scattering process in
samples with low defect concentrations.

In a recent work, the first-order Raman spec-
tra of 733 monolayer materials from the C2DB were
calculated, and used as the basis for an automatic
procedure for identifying a 2D material entirely from
its experimental Raman spectrum [115]. The Raman
spectrum is calculated using third-order perturba-
tion theory to obtain the rate of scattering processes
involving creation/annihilation of one phonon and
two photons, see reference [115] for details. The
light field is written as F(t) = Finuin exp(−iωint)+
Foutuout exp(−iωoutt)+c.c. where Fin/out and ωin/out
denote the amplitudes and frequencies of the
input/output electromagnetic fields, respectively. In
addition, uin/out =

∑
i u

i
in/outei are the correspond-

ing polarisation vectors, where ei denotes the unit

Figure 20. Top: Distribution of exchange coupling
constants in C2DB. Bottom: Single-ion anisotropy A vs
anisotropic exchange λ for ferromagnetic materials with
S> 1/2. The shaded area indicates the part of parameter
space where the model (equation (12)) does not yield an
ordered state at finite temperatures.

vector along the i-direction with i ∈ {x,y,z}. Using
this light field, the final expression for the Stokes
Raman intensity involving scattering events by only
one phonon reads [115]:

I(ω) = I0
∑
ν

nν + 1

ων

∣∣∣∣∑
ij

uiinR
ν
iju

j
out

∣∣∣∣2 δ(ω−ων).

(13)

Here, I0 is an unimportant constant (since Raman
spectra are always reported normalised), and nν
is obtained from the Bose–Einstein distribution,
i.e. nν ≡ (exp[ℏων/kBT]− 1)−1 at temperature T
for a Raman mode with energy ℏων . Note that
only phonons at the Brillouin zone center (with
zero momentum) contribute to the one-phonon
Raman processes due tomomentum conservation. In
equation (13), Rν

ij is the Raman tensor for phonon
mode ν, which involves electron–phonon and dipole
matrix elements as well as the electronic trans-
ition energies and the incident excitation frequency.
Equation (13) has been used to compute the Raman
spectra of the 733 most stable, non-magnetic mono-
layers in C2DB for a range of excitation frequen-
cies and polarisation configurations. Note that the
Raman shift ℏω is typically expressed in cm−1 with
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Figure 21. Comparison of the calculated and experimental (extracted from [62]) Raman spectrum of MoS2 (left) and MoSSe
(right). The excitation wavelength is 532 nm, and both the polarisation of both the incoming and outgoing photons are along the
y-direction. The Raman peaks are labelled according to the irreducible representations of the corresponding vibrational modes.
Adapted from [115].

1 meV equivalent to 8.0655 cm−1. In addition, for
generating the Raman spectra, we have used a Gaus-
sian [G(ω) = (σ

√
2π)−1 exp(−ω2/2σ2)] with a vari-

ance σ= 3 cm−1 to replace the Dirac delta function,
which accounts for the inhomogeneous broadening
of phonon modes.

As an example, figure 21 shows the calcu-
lated Raman spectrum of monolayer MoS2 and the
Janus monolayer MoSSe (see section 4.1). Experi-
mental Raman spectra extracted from reference [62]
are shown for comparison. For both materials,
good agreement between theory and experiment is
observed for the peak positions and relative amp-
litudes of the main peaks. The small deviations can
presumably be attributed to substrate interactions
and defects in the experimental samples as well as
the neglect of excitonic effects in the calculations.
The qualitative differences between the Raman spec-
tra can be explained by the different point groups
of the materials (C3v and D3h, respectively), see ref-
erence [115]. In particular, the lower symmetry of
MoSSe results in a lower degeneracy of its vibrational
modes leading tomore peaks in the Raman spectrum.

Very recently, the Raman spectra computed
from third order perturbation theory as described
above, were supplemented by spectra obtained from
the more conventional Kramers–Heisenberg–Dirac
(KHD) approach. Within the KHD method, the
Raman tensor is obtained as the derivative of the static
electric polarisability (or equivalently, the susceptib-
ility) along the vibrational normal modes [116, 117]:

Rν
ij =

∑
αl

∂χ
(1)
ij

∂rαl

vναl√
Mα

. (14)

Here, χ(1)
ij is the (first-order) susceptibility tensor, rα

and Mα are the position and atomic mass of atom

α, respectively, and vναl is the eigenmode of phonon
ν. The two approaches, i.e. the KHD and third-order
perturbation approach, can be shown to be equi-
valent [114], at least when local field effects can be
ignored as is typically the case for 2D materials [35].
We have also confirmed this equivalence from our
calculations. Furthermore, the computational cost of
both methods is also similar [115]. However, the
KHD approach typically converge faster with respect
to both the number of bands and k-grid compared
to the third-order perturbation method. This stems
from the general fact that higher-order perturba-
tion calculations converge slower with respect to k-
grid and they require additional summations over a
complete basis set (virtual states) and hence a lar-
ger number of bands [118]. Currently, Raman spec-
tra from both approaches can be found at the C2DB
website.

5.10. Second harmonics generation
Nonlinear optical (NLO) phenomena such as har-
monic generation, Kerr, and Pockels effects are
of great technological importance for lasers, fre-
quency converters, modulators, etc. In addition,
NLO spectroscopy has been extensively employed
to obtain insight into materials properties [119]
that are not accessible by e.g. linear optical spec-
troscopy. Among numerous nonlinear processes,
second-harmonic generation (SHG) has been widely
used for generating new frequencies in lasers as well
as identifying crystal orientations and symmetries.

Recently, the SHG spectrum was calculated for
375 non-magnetic, non-centrosymmetric semicon-
ducting monolayers of the C2DB, and multiple 2D
materials with giant optical nonlinearities were iden-
tified [120]. In the SHGprocess, two incident photons
at frequency ω generate an emitted photon at fre-
quency of 2ω. Assume that a mono-harmonic electric
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Figure 22. (Left panel) SHG spectra of monolayer Ge2Se2, where only non-vanishing independent tensor elements are shown.
The vertical dashed lines mark ℏω= Eg /2 and ℏω= Eg , respectively. The crystal structure of Ge2Se2 structure is shown in the
inset. (Right panel) The rotational anisotropy of the static (ω= 0) SHG signal for parallel (blue) and perpendicular (red)
polarisation configurations with θ defined with respect to the crystal x-axis.

field writtenF(t) =
∑

iFieie−iωt+c.c. is incident on
the material, where ei denotes the unit vector along
direction i∈ {x, y, z}. The electric field induces a SHG
polarisation density P(2), which can be obtained from

the quadratic susceptibility tensor χ(2)
ijk ,

P(2)i (t) = ϵ0
∑
jk

χ
(2)
ijk (ω,ω)FiFje

−2iωt + c.c., (15)

where ε0 denotes the vacuum permittivity. χ(2)
ijk is a

symmetric (due to intrinsic permutation symmetry

i.e. χ(2)
ijk = χ

(2)
ijk ) rank-3 tensor with at most 18 inde-

pendent elements. Furthermore, similar to the piezo-
electric tensor, the point group symmetry reduces the
number of independent tensor elements.

In the C2DB, the quadratic susceptibility is calcu-
lated using density matrices and perturbation theory
[118, 121] with the involved transition dipole mat-
rix elements and band energies obtained from DFT.
The use of DFT single-particle orbitals implies that
excitonic effects are not accounted for. The number
of empty bands included in the sum over bands was
set to three times the number of occupied bands.
The width of the Fermi–Dirac occupation factor was
set to kBT= 50 meV, and a line-shape broadening
of η= 50 meV was used in all spectra. Furthermore,
time-reversal symmetry was imposed in order to
reduce the k-integrals to half the BZ. For various 2D
crystal classes, it was verified by explicit calculation
that the quadratic tensor elements fulfil the expec-
ted symmetries, e.g. that they all vanish identically for
centrosymmetric crystals.

As an example, the calculated SHG spectra for
monolayer Ge2Se2 is shown in figure 22 (left panel).

Monolayer Ge2Se2 has five independent tensor ele-

ments, χ(2)
xxx, χ

(2)
xyy , χ

(2)
xzz , χ

(2)
yyx = χ

(2)
yxy , and χ

(2)
zzx =

χ
(2)
zxz , since it is a group-IV dichalcogenide with an
orthorhombic crystal structure (space group 31 and
point group C2v). Note that, similar to the linear
susceptibility, the bulk quadratic susceptibility (with
SI units of mV−1) is ill-defined for 2D materi-
als (since the volume is ambiguous) [120]. Instead,
the unambiguous sheet quadratic susceptibility (with
SI units of m2 V−1) is evaluated. In addition to
the frequency-dependent SHG spectrum, the angu-
lar dependence of the static (ω= 0) SHG intens-
ity at normal incidence for parallel and perpendic-
ular polarisations (relative to the incident electric
field) is calculated, see figure 22 (right panel). Such
angular resolved SHG spectroscopy has been widely
used for determining the crystal orientation of 2D
materials. The calculated SHG spectra for all non-
vanishing inequivalent polarisation configurations
and their angular dependence, are available in the
C2DB.

Since C2DB has already gathered various mater-
ial properties of numerous 2D materials, it provides
a unique opportunity to investigate interrelations
between different material properties. For example,
the strong dependence of the quadratic optical
response on the electronic band gap was demon-
strated on basis of the C2DB data [120]. As another
example of a useful correlation, the static quadratic
susceptibility is plotted versus the static linear sus-
ceptibility for 67 TMDCs (with formula MX2, space
group 187) in figure 23. Note that for materials with
several independent tensor elements, only the largest
is shown. There is a very clear correlation between
the two quantities. This is not unexpected as both
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Figure 23. Scatter plot (double log scale) of the static sheet

quadratic susceptibility |χ(2)
ijk | versus the static sheet linear

susceptibility |χ(1)
ij | for 67 TMDCs (with chemical formula

MX2 and space group 187). A few well known materials are
highlighted.

the linear and quadratic optical responses are func-
tions of the transition dipole moments and transition
energies. More interestingly, the strength of the quad-
ratic response seems to a very good approximation to
be given by a universal constant times the linear sus-
ceptibility to the power of three (ignoring polarisation
indices), i.e.

χ(2)(0,0)≈ Aχ(1)(0)3, (16)

where A is only weakly material dependent. Note that
this scaling law is also known in classical optics as
semi-empirical Miller’s rule for non-resonant quad-
ratic responses [122], which states that the second
order electric susceptibility is proportional to the
product of the first-order susceptibilities at the three
frequencies involved.

6. Machine learning properties

In recent years, material scientists have shown great
interest in exploiting the use of machine learning
(ML) techniques for predicting materials properties
and guiding the search for new materials. ML is the
scientific study of algorithms and statistical models
that computer systems can use to perform a specific
task without using explicit instructions but instead
relying on patterns and inference. Within the domain
of materials science, one of the most frequent prob-
lems is the mapping from atomic configuration to
material property, which can be used e.g. to screen
large material spaces in search of optimal candidates
for specific applications [123, 124].

In the ML literature, the mathematical represent-
ation of the input observations is often referred to as
a fingerprint. Any fingerprint must satisfy a number
of general requirements [125]. In particular, a finger-
print must be:

(a) Complete: The fingerprint should incorporate all
the relevant input for the underlying problem,
i.e. materials with different properties should
have different fingerprints.

(b) Compact: The fingerprint should contain no or
a minimal number of features redundant to the
underlying problem. This includes being invari-
ant to rotations, translations and other trans-
formations that leave the properties of the system
invariant.

(c) Descriptive: Materials with similar target values
should have similar fingerprints.

(d) Simple: The fingerprint should be efficient to
evaluate. In the present context, this means that
calculating the fingerprint should be signific-
antly faster than calculating the target property.

Several types of atomic-level materials finger-
prints have been proposed in the literature, includ-
ing general purpose fingerprints based on atom-
istic properties [126, 127] possibly encoding inform-
ation about the atomic structure, i.e. atomic pos-
itions [125, 128, 129], and specialised fingerprints
tailored for specific applications (materials/proper-
ties) [130, 131].

The aim of this section is to demonstrate how
the C2DB may be utilised for ML-based prediction
of general materials properties. Moreover, the study
serves to illustrate the important role of the finger-
print for such problems. The 2Dmaterials are repres-
ented using three different fingerprints: two popular
structural fingerprints and a more advanced finger-
print that encodes information about the electronic
structure via the PDOS. The target properties include
the HSE06 band gap, the PBE heat of formation
(∆H), the exciton binding energy (EB) obtained from
the many-body BSE, the in-plane static polarisability
calculated in the RPA averaged over the x and y polar-
isation directions (⟨αi⟩), and the in-plane Voigt mod-
ulus (⟨Cii⟩) defined as 14 (C11+C22+ 2C12), whereCij

is a component of the elastic stiffness tensor in Man-
del notation.

To introduce the data, figure 24 shows pair-plots
of the dual-property relations of these properties. The
plots in the diagonal show the single-property histo-
grams, whereas the off-diagonals show dual-property
scatter plots below the diagonal and histograms above
the diagonal. Clearly, there are only weak correla-
tions between most of the properties, with the largest
degree of correlation observed between the HSE06
gap and exciton binding energy. The lack of strong
correlations motivates the use of ML for predicting
the properties.

The prediction models are build using the Ewald
sum matrix and many-body tensor representation
(MBTR) as structural fingerprints. The Ewald finger-
print is a version of the simple Coulomb matrix fin-
gerprint [128] modified to periodic systems [125].
The MBTR encodes first, second and third order
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Figure 24. Pair-plot of selected properties from C2DB. The diagonal contains the single property histograms. Below the diagonal
are two-property scatter plots showing the correlation between properties and above the diagonal are two-property histograms.
properties include the HSE06 band gap, the PBE heat of formation (∆H), the exciton binding energy (EB) calculated from the
BSE, the in-plane static polarisability calculated in the RPA and averaged over the x and y polarisation directions (⟨αi⟩), and the
in-plane Voigt modulus (⟨Cii⟩) defined as 14 (C11+C22+ 2C12), where Cij is a component of the elastic stiffness tensor.

terms like atomic numbers, distances and angles
between atoms in the system [129]. As an alternative
to the structural fingerprints, a representation based
on the PBE PDOS is also tested. This fingerprint6

encodes the coupling between the PDOS at different
atomic orbitals in both energy and real space. It is
defined as:

ρνν ′(E,R) =
∑
a∈cell

∑
a ′

ρaν(E)ρa ′ν ′(E)G

× (R− |Ra −Ra ′ |) , (17)

where G is a Gaussian smearing function, a denotes
the atoms, ν denotes atomic orbitals, and the PDOS
is given by:

ρaν(E) =
∑
n

|⟨ψn|aν⟩|2G(E− ϵn) , (18)

6 Details will be published elsewhere.

where n runs over all eigenstates of the system. Since
this fingerprint requires a DFT-PBE calculation to
be performed, additional features derivable from the
DFT calculation can be added to the fingerprint. In
this study, the PDOS fingerprint is amended by the
PBE band gap. The latter can in principle be extrac-
ted from the PDOS, but its explicit inclusion has been
found to improve the performance of the model.

A Gaussian process regression using a simple
Gaussian kernel with a noise component is used as
learning algorithm. The models are trained using 5-
fold cross validation on a training set consisting of
80% of the materials with the remaining 20% held
aside as test data. Prior to training the model, the
input space is reduced to 50 features using principal
component analysis (PCA). This step is necessary to
reduce the huge number of features in the MBTR
fingerprint to a manageable size. Although this is
not required for the Ewald and PDOS fingerprints,
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Figure 25. Prediction scores (MAE normalised to standard deviation of property values) for the test sets of selected properties
using a Gaussian process regression.

Figure 26.ML predicted HSE06 gap values vs. true values for Ewald, MBTR and PDOS fingerprints with MAE’s for train and test
set included. The PDOS is found to perform significantly better for the prediction of HSE06 gap.

we perform the same feature reduction in all cases.
The optimal number of features depends on the
choice of fingerprint, target property and learning
algorithm, but for consistency 50 PCA components
are used for all fingerprints and properties in this
study.

Figure 25 shows the prediction scores obtained
for the five properties using the three different fin-
gerprints. The employed prediction score is the mean
absolute error of the test set normalised by the
standard deviation of the property values (stand-
ard deviations are annotated in the diagonal plots
in figure 24). In general, the PDOS fingerprint out-
performs the structural fingerprints. The difference
between prediction scores is smallest for the static
polarisability ⟨αi⟩ and largest for the HSE06 gap. It
should be stressed that although the evaluation of
the PBE-PDOS fingerprint is significantly more time
consuming than the evaluation of the structural fin-
gerprints, it is still much faster than the evaluation of
all the target properties. Moreover, structural finger-
prints require the atomic structure, which in turns

requires a DFT structure optimisation (unless the
structure is available by other means).

The HSE06 band gap shows the largest sensitiv-
ity to the employed fingerprint. To elaborate on the
HSE06 results, figure 26 shows the band gap predicted
using each of the three different fingerprints plotted
against the true band gap. The mean absolute errors
on the test set is 0.95 and 0.74 eV for Ewald and
MBTR fingerprints, respectively, while the PDOS sig-
nificantly outperforms the other fingerprints with a
test MAE of only 0.21 eV. This improvement in pre-
diction accuracy is partly due to the presence of the
PBE gap in the PDOS fingerprint. However, our ana-
lysis shows that the pure PDOS fingerprint without
the PBE gap still outperforms the structural finger-
prints. Using only the PBE gap as feature results in a
test MAE of 0.28 eV.

The current results show that the precision ofML-
based predictions are highly dependent on the type
of target property and the chosen material repres-
entation. For some properties, the mapping between
atomic structure and property is easier to learn while
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others might require more/deeper information, e.g.
in terms of electronic structure fingerprints. Our res-
ults clearly demonstrate the potential of encoding
electronic structure information into thematerial fin-
gerprint, and we anticipate more work on this relev-
ant and exciting topic in the future.

7. Summary and outlook

We have documented a number of extensions and
improvements of the C2DBmade in the period 2018–
2020. The new developments include: (1) A refined
and more stringent workflow for filtering prospect-
ive 2D materials and classifying them according to
their crystal structure, magnetic state and stability.
(2) Improvements of the methodology used to com-
pute certain challenging properties such as the full
stiffness tensor, effective masses, G0W0 band struc-
tures, and optical absorption spectra. (3) Newmater-
ials including 216 MXY Janus monolayers and 574
monolayers exfoliated from experimentally known
bulk crystals. In addition, ongoing efforts to system-
atically obtain and characterise bilayers in all possible
stacking configurations as well as point defects in the
semiconducting monolayers, have been described.
(4) New properties including exfoliation energies,
spontaneous polarisations, Bader charges, piezoelec-
tric tensors, IR polarisabilities, topological invariants,
magnetic exchange couplings, Raman spectra, and
SHG spectra. It should be stressed that the C2DB will
continue to grow as new structures and properties are
being added, and thus the present paper should not be
seen as a final report on the C2DB but rather a snap-
shot of its current state.

In addition to the above mentioned improve-
ments relating to data quantity and quality, the C2DB
has been endowed with a comprehensive document-
ation layer. In particular, all data presented on the
C2DB website are now accompanied by an inform-
ation field that explains the meaning and representa-
tion (if applicable) of the data and details how it was
calculated thus making the data easier to understand,
reproduce, and deploy.

The C2DB has been produced using the ASR
in combination with the GPAW electronic structure
code and theMyQueue task and workflow scheduling
system. The ASR is a newly developed Python-based
framework designed for high-throughput materi-
als computations. The highly flexible and modular
nature of the ASR and its strong coupling to the well
established community-driven ASE project, makes
it a versatile framework for both high- and low-
throughput materials simulation projects. The ASR
and the C2DB-ASR workflow are distributed as open
source code. A detailed documentation of the ASR
will be published elsewhere.

While the C2DB itself is solely concerned with
the properties of perfect monolayer crystals, ongo-
ing efforts focus on the systematic characterisation

of homo-bilayer structures as well as point defects in
monolayers. The data resulting from these and other
similar projects will be published as separate, inde-
pendent databases, but will be directly interlinked
with the C2DB making it possible to switch between
them in a completely seamless fashion. These devel-
opments will significantly broaden the scope and
usability of the C2DB+ (+ stands for associated data-
bases) that will help theoreticians and experimental-
ists to navigate one of the most vibrant and rapidly
expanding research fields at the crossroads of con-
densed matter physics, photonics, nanotechnology,
and chemistry.
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The wealth of unique properties of van der Waals (vdW) mate-
rials in either bulk or single-atomic-layer form have con-
stituted the basis of many novel physical phenomena and 

fundamental advances in recent years1–3. For example, graphene, an 
atom-thick layer of graphite4, exhibits ultra-high carrier mobility at 
room temperature5, excellent optical transparency6, high Young’s 
modulus7, high thermal conductivity8 and many other properties 
of practical utility. Moreover, this material has enabled the obser-
vation of novel phenomena such as the room-temperature quan-
tum Hall effect9. Transition metal dichalcogenides (TMDs)10,11 and 
transition metal thiophosphates12 have also emerged as intriguing 
families of vdW materials. Semiconductors by nature, TMDs can 
exhibit both an indirect bandgap in the bulk and a direct bandgap as 
a single atomic layer10. This unique property, combined with weak 
dielectric screening in two dimensions13, gives rise to strong pho-
toluminescence and large exciton-binding energies, making TMDs 
attractive materials for light-emitting devices14. Likewise, transi-
tion metal thiophosphates are layered semiconductors addition-
ally characterized by unique magnetic properties that make them 
potentially useful for application in quantum information devices 
and in spintronics15.

Here, we show how vdW materials can be used to explore novel 
phenomena of X-ray physics, in which free electrons passing through 
vdW layered structures create tunable X-ray radiation. Our findings 
thus present a new class of applications for vdW materials, as pos-
sible platforms for X-ray sources with a table-top footprint that have 
the advantages of being tunable and monochromatic relative to all 
existing compact sources. We demonstrate the unprecedented tun-
ability of X-ray generation using free electrons passing through vdW 

materials, and explore the processes by which the X-ray is generated, 
using both theory and experiments (Fig. 1a–c). The two mechanisms 
involved are parametric X-ray radiation (PXR) and coherent brems-
strahlung (CBS)16–19. Both mechanisms arise simultaneously as a 
result of periodic interactions of free electrons propagating through 
an atomic structure (more detailed descriptions are provided at the 
beginning of the Results section).

In our experiment, the output photon energy is controlled by 
changing the incident electron energy, as well as through a method 
based on adjusting the composition and stacking of the vdW mate-
rial structure. We present a comparative study demonstrating the 
highly precise dependence of the X-ray energy spectrum on the 
choice of the transition metal atom in the vdW material (iron (Fe), 
cobalt (Co) or nickel (Ni) as the ‘X’ in XPS3). Looking at the big 
picture, the experimental results presented here constitute a proof of 
principle for our proposed wider design approach: to precisely tai-
lor the radiation energy spectrum and angular distribution of X-ray 
emission by means of material design at the atomic level. We show 
that a wide range of superlattice crystalline materials, both natu-
ral and artificial, can be used for X-ray generation, and we present 
a theory for X-ray emission from designed superlattice structures. 
These findings pave the way towards the use of superlattice atomic 
structures for realization of tunable and versatile sources of X-ray 
radiation with a table-top footprint.

The appeal of using vdW materials for X-ray generation is 
enhanced by the fact that many vdW materials possess high in-plane 
thermal conductivities20, and some have higher melting tempera-
tures than conventional materials. Moreover, radiation damage can 
be further reduced by using heterostructures combining different 
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Tunable sources of X-ray radiation are widely used for imaging and spectroscopy in fundamental science, medicine and indus-
try. The growing demand for highly tunable, high-brightness laboratory-scale X-ray sources motivates research into new funda-
mental mechanisms of X-ray generation. Here, we demonstrate the ability of van der Waals materials to serve as a platform for 
tunable X-ray generation when irradiated by moderately relativistic electrons available, for example, from a transmission elec-
tron microscope. The radiation spectrum can be precisely controlled by tuning the acceleration voltage of the incident electrons, 
as well as by our proposed approach: adjusting the lattice structure of the van der Waals material. We present experimental 
results for both methods, observing the energy tunability of X-ray radiation from the van der Waals materials WSe2, CrPS4, 
MnPS3, FePS3, CoPS3 and NiPS3. Our findings demonstrate the concept of material design at the atomic level, using van der 
Waals heterostructures and other atomic superlattices, for exploring novel phenomena of X-ray physics.
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kinds of vdW materials21,22. Other qualities are specifically attractive 
for PXR and CBS and arise from the weak bonding between the lay-
ers in vdW materials, which helps to maintain the crystalline nature 
of the material that is crucial for both mechanisms. Moreover, the 
crystal structures of vdW materials are characterized by larger unit 
cells than those of conventional three-dimensional (3D) bulk crys-
talline materials. As shown below, the larger unit cell enables X-ray 
generation with relatively high brightness in spectral ranges such as 
the water window (useful for biological imaging23), using electron 
energies obtainable from laboratory-scale electron sources such as 
those used in transmission electron microscopes (TEMs) and scan-
ning electron microscopes (SEMs). Furthermore, the wide range of 
compositions and flexibility in the stacking of vdW materials pro-
vide extra tunability to shape the output radiation through control-
ling the atomic lattice geometry.

Energy tunability of X-ray sources is a key factor in many appli-
cations, such as core-level spectroscopy24–26 and various X-ray 
imaging techniques27–29. The energy tunability required for such 
applications is usually achieved in undulator facilities, such as syn-
chrotrons and free-electron lasers30–32. However, the operation of 
such facilities necessitates immense resources in terms of space, 
energy and safety measures, which limit their accessibility. Most 
laboratory-scale sources take the form of an X-ray tube, in which 
free electrons are used to induce bremsstrahlung or core transitions 
that produce X-rays. Such sources do not provide energy tunability 
or radiation directionality capabilities, which have a lot of potential 
for a wide variety of uses.

These limitations motivate research into new physical 
mechanisms for X-ray generation with the potential to create 

laboratory-scale X-ray sources that are tunable and directional. 
In particular, research advances in X-ray-generation mechanisms 
have led to the development of laser-driven Compton-based X-ray 
sources33 that use the micrometre-scale periodicity of light, which 
is much smaller than the millimetre/centimetre scales of conven-
tional undulator facilities. Such smaller-scale undulators enable the 
levels of electron acceleration to be reduced, while still resulting in 
tunable X-ray generation. More recent proposals rely on shrinking 
the undulating periodicity even further by leveraging the high elec-
tromagnetic confinement in graphene surface plasmons34, metasur-
faces35, metamaterials36 and nanophotonic vacuum fluctuations37. 
Our study explores different phenomena that lead to X-ray genera-
tion from free electrons, in which the electron undulation is done at 
the ultimate periodicity: that of the atomic crystal lattice.

Results
Tunable X-ray radiation from vdW materials. The 
vdW-material-based atomic undulator that we present here relies 
on two radiation mechanisms, CBS and PXR, using modest elec-
tron energies that are available in relatively simple systems such as 
a TEM. The mechanisms of CBS and PXR have not yet been stud-
ied in vdW materials. Both mechanisms take place as a propagating 
electron undergoes coherent interaction with the intrinsic periodic-
ity of a crystalline material (Fig. 1).

PXR is emitted from the modulation induced by the incident 
electron on the bound electrons of the material’s atoms, creating 
polarization currents from which directional X-ray radiation is 
emitted. The PXR mechanism can also be described as diffraction 
of the incident electron’s Coulomb field off the periodical atomic 
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arrangement of the structure (Fig. 1b). We model PXR by treating 
the periodic atomic structure as a discrete dipole array (described 
by the black arrows in Fig. 1b), with bound electrons around each 
atom being modelled as an effective dipole quantified through an 
associated X-ray atomic polarizability.

CBS is emitted from the incident electron as a result of a periodic 
series of bremsstrahlung interactions with the nuclei and bound 
electrons in the material, where each interaction involves accelera-
tion of the electron, causing it to emit radiation (Fig. 1c). The mod-
ulation of the free-electron velocity by the periodic potential results 
in interference of the emitted radiation and causes it to become 
directional. We model CBS by considering the far-field radiation 
from electrons whose trajectories are calculated by using the rela-
tivistic Newton–Lorentz equations in the presence of an atomic 
potential, which is in turn obtained from density functional theory 
(DFT; Methods). We can equivalently describe the CBS emission by 
using a propagating radiating dipole excited as a result of the field 
induced by the electrons of the crystal structure (described by the 
black arrows in Fig. 1c).

The radiation emitted from each electron through the CBS 
and PXR mechanisms maintains temporal and spatial coherence 
(in contrast to coherence from multiple electrons, which requires 
bunching of the electrons). That is, the radiation emitted from mul-
tiple locations along the trajectory of the incident electron interferes 
constructively to produce angle-dependent output radiation (coher-
ent interference from multiple locations is possible because the final 
quantum state of the material is not changed). The radiation from 
both mechanisms follows the same dispersion relation19

Em ¼ ℏωm ¼ m 2πℏcβ cosðθÞ
d 1�βcosðφÞ½  ð1Þ

where β = v/c is the normalized speed of the electron (where v is the 
velocity of the electron and c is the velocity of light); Em and ωm are 
the photon energy and angular frequency, respectively, correspond-
ing to radiation of order m (where m = 1,2,3…); ℏ is the reduced 
Planck constant; d is the lattice constant; and θ and φ are the angles 
defining the electron velocity relative to the reciprocal lattice of the 
crystal and the photon emission direction, respectively.

Each of the PXR and CBS mechanisms becomes of greater influ-
ence at different regimes of emission energies and angles. However, 
they both share the same dispersion relation (equation (1)), and thus 
they can be effectively considered as a single combined effect38,39, 
which we refer to as parametric coherent bremsstrahlung (PCB).

The unique structure and large variety of vdW materials make 
them promising candidates for PCB radiation for several reasons. 
One reason arises from the unique layered structure of vdW materi-
als, which are made of strong covalently bonded atomic layers joined 
together by vdW forces. Consequently, the effect of integrating cer-
tain atoms (for example, tungsten) into a vdW structure (for exam-
ple, WSe2) can be seen as effectively ‘stretching’ the lattice constant 
d, thus redshifting the radiation energy peaks Em. For example, the 
lattice constant of bulk tungsten, 3.16 Å, is increased to 12.98 Å (unit 
cell size in an AB stacking, that is, the distance between two alter-
nate layers) when it is embedded into a WSe2 TMD structure, giving 
rise to PCB X-ray radiation with a different energy–angle profile for 
the same incident electron velocities (Fig. 1d). The longer effective 
period of the vdW crystal allows soft X-ray photons (for example, in 
the water window) to be created with higher incident electron energy 
than in regular 3D bulk crystals—seen by the trade-off of d and β in 
equation (1). This regime of parameters leads to higher output power 
and brightness when using electrons from TEMs and SEMs.

Figure 2a,b presents PCB radiation from additional vdW struc-
tures, namely, MnPS3 and CrPS4, oriented along the [103] and [001] 
zone axes, respectively. As in Fig. 1d, we note a good agreement of 
the experimental results with the predicted energy values calculated 
from equation (1).

Using the PCB theory, we also predict the width Δω of the spec-
tral peaks, which for thin TEM samples and highly directional elec-
tron beams yields (Supplementary Section 1)

Δω
ωm

¼ ΔE
Em


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:8 d2

m2L2 þ Δφ2
D

β2 sin2 φ
1�β cosφ½ 2 þ Δθ2e tan

2θ
q

ð2Þ

with ΔE being the energy width, L the electron interaction length 
in the crystal, ΔφD the angular aperture of the detector and Δθe the 
angular spread of the incident electron beam. In the present study, 
the width of the spectral lines is primarily determined by the angu-
lar aperture of the energy-dispersive X-ray spectrometer, 16°, which 
collects the emission for a range of angles φ = 113°–129°. In con-
trast, the left term in the square root of equation (2) is comparatively 
negligible in our case because the crystal thicknesses of the different 
materials (L ≈ 100 nm) do not introduce notable broadening relative 
to the angular aperture of the detector. Similarly, Δθe < 0.1 mrad, 
estimated to be the electron beam divergence angle in our experi-
ment, is small and does not substantially alter Δω. An additional 
effect of considerable broadening is the detector energy resolution 
(~80 eV), which has to be combined with the result of equation (2) 
(Methods).

We can use equation (2) to estimate the monochromaticity of 
the emitted radiation in a way that is independent of the detector 
parameters. Neglecting ΔφD, we find that PCB radiation generated 
by a collimated electron beam results in Δω/ωm = 0.9d/mL, which 
means 1:2m %

I
 for an interaction length of 100 nm in WSe2. Therefore, 

when collected over a small angle, the X-rays produced are indeed 
very monochromatic, possessing a narrow bandwidth below 1%  
for m ≥ 2.

The positions of the experimental peak maxima in Figs. 1d and 
2a–c show small deviations from the theoretical values (marked 
by vertical dotted lines), possibly due to small uncertainties in the 
detector angle or in the reported values of the interlayer distances 
used here as input parameters. Additional effects that explain devia-
tions between theory and experiment include the background of 
incoherent bremsstrahlung radiation, different interaction lengths 
for each incident electron energy, divergence of the incident elec-
tron beam and further subsequent diffraction of the radiation by the 
crystal and the detector (Supplementary Section 7). The last effect 
should be sensitive to the properties of the electron beam because 
it essentially consists of Kossel-line-like diffraction from a coher-
ent source comprising the emission from all of the atoms exposed 
to each incident electron wave. Additionally, our PXR simulation 
shows that since the detector is located in the backward direction 
relative to the electron velocity, there is a small Doppler shift that 
causes the energy peak to be slightly redshifted, in qualitative agree-
ment with our measurements (seen in the theory and experiments 
in Fig. 1d).

We use the simulation tools here developed for CBS and PXR to 
quantify both mechanisms and compare them with our experimen-
tal results. We find that in our regime of interest (moderately relativ-
istic electrons available from TEMs), the PXR mechanism dominates 
the radiation emission as it is two orders of magnitude larger than 
CBS. These models enable the average brightness values of PCB 
radiation sources from vdW materials to be theoretically predicted. 
For example, we examine the brightness values obtainable in a TEM 
set-up such as that used in this work: a relatively low electron cur-
rent of ~1 nA and a ~1 nm electron beam diameter (at the plane 
of the sample) passing through a WSe2 sample of ~100 nm thick-
ness. For the detector orientation of φ = 121° with respect to the 
electron velocity, we estimate a brightness value of ~1 × 109 pho-
tons s−1 mrad−2 mm−2 0.1%BW−1 within our range of energy tunabil-
ity of ~700–1,100 eV (where BW is the bandwidth). This level of 
brightness compares favourably with state-of-the-art X-ray tubes, 
while the input power is smaller by a factor of 10−5–10−8 (because 
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the electron spot diameter in our experiment is much smaller than 
that of X-ray tubes). Moreover, our PCB radiation is directional 
and tunable, in contrast to the radiation from X-ray tubes (which is 
either characteristic or bremsstrahlung). The estimated numbers of 
photons collected at the solid angle of the detector are 4.0 × 103 pho-
tons s−1 eV−1, 2.6 × 103 photons s−1 eV−1, 1.8 × 103 photons s−1 eV−1, 
1.5 × 103 photons s−1 eV−1, 1.4 × 103 photons s−1 eV−1, 1.1 × 103 pho-
tons s−1 eV−1 and 1.0 × 103 photons s−1 eV−1, at each peak from 60 keV 
to 300 keV (Fig. 1d and Methods). The typical number of photons 
per second is ~105 (integrating over the widths of the peaks).

The brightness of the PCB source can be further improved by 
optimizing parameters such as the detector orientation and size, 
the electron acceleration voltage and the sample thickness (simi-
larly to other undulation-based emission mechanisms, the PCB 
brightness is quadratic with the interaction length). It can also be 
increased by using larger currents and reducing the electron spot 
size, for which an optimum compromise can be found by keep-
ing in mind the trade-off enforced by Coulomb repulsion (space 
charge), which leads to greater beam divergence (hence smaller 
interaction length) with larger electron density. When the elec-
tron beam divergence exceeds about 0.1°, the heights of the radia-
tion peaks start to broaden and decrease notably (>5% from their 
original values). When considering space charge, we show in 
Supplementary Fig. 5 that the potential increase in brightness of 
PCB from vdW materials can be as much as 107 times the value 
reported above (for an optimal combination of electron current 
and beam size).

The X-ray generation from the PCB mechanism can be extended 
to the hard X-ray regime with higher electron energies, as we show 
in Supplementary Section 4, where we simulate the output radiation 
from 1 MeV and 5 MeV electrons. Electron beams generated by rela-
tively compact sources such as photoemission injectors based on 
radio-frequency guns and d.c. high-voltage guns40,41 enable higher 
electron currents of up to tens of milliamperes in acceleration volt-
ages of a few megaelectronvolts, which can strongly improve the 
emission brightness from thicker crystal samples.

The performance of PCB radiation from vdW materials can also 
be viewed from the perspective of energy transfer and efficiency. The 
total probability of each 60 keV electron going through a 100 nm inter-
action length in WSe2 to produce PCB emission is ~1 × 10−4, resulting 
in an average electron energy loss to PCB of 0.25 eV. Out of this, the 
probability of radiation in the direction of the detector is ~1 × 10−5, 
that is, electron energy loss to ‘useful X-ray photons’ of 0.025 eV. This 
probability is of the same order of magnitude as is found in related 
processes such as Smith–Purcell radiation. The efficiency can be fur-
ther improved because the electron energy can be reused. Such an 
approach is used in many free-electron-based applications, such as 
travelling-wave tubes. Recycling the electron energy means that the 
absolute efficiency depends on competing channels of energy loss in 
the sample. In the case of PCB radiation, such processes mainly come 
from Coulomb collisions that result in the ionization of other elec-
trons, excitation of atoms and non-coherent bremsstrahlung radiation. 
We use a numerical simulator developed by the National Institute of 
Standards and Technology to estimate the total energy loss of a 60 keV 
electron in a 100 nm sample from our materials, and find an average 
energy loss of ~300 eV. Therefore, we predicted the efficiency of the 
mechanism to be ~0.1% (60 keV electrons, 100 nm WSe2).

At higher energies, the efficiency improves as the radiation is 
more directional due to relativistic contraction. In addition, higher 
electron energies have longer penetration depths in thicker samples 
(that is, lower competing loss channels). Overall, such efficiency can 
be tolerable when considering that X-ray sources are never gener-
ally efficient and bearing in mind that unlike any other compact 
X-ray source, PCB-based sources are tunable.

Discussion
We now discuss methods to control the emitted spectra from PCB 
radiation. The X-ray energy is tuned in Figs. 1d and 2a,b by adjust-
ing the incident electron energy. However, such a method neces-
sitates realignment to ensure that different conditions, such as the 
quality of the electron beam collimation, remain unchanged, thus 
adding a degree of difficulty to that approach. Another method for 
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adjusting the output photon profile involves changing the orienta-
tion of the crystal with respect to the electron beam, which, unfor-
tunately, compromises the emission efficiency and other properties 
of the output radiation.

Taking a different approach, we present in Fig. 2c the results of 
our method for controlling the output radiation spectra by precise 
manipulation of the lattice structure. Using several vdW materials 
with similar basic structures in which the main element is altered, 
we show that the resulting small but precise changes in the lattice 
constant lead to corresponding precision control over the spectral 
peaks of the emitted PCB radiation. Figure 2c shows three vdW 
materials sharing the formula XPS3, where ‘X’ represents the transi-
tion metals Fe/Co/Ni. The lattice constant differs slightly between 
these vdW compounds (Fig. 2c, right inset), enabling fine energy 
tuning of the emission through lattice variation. This tuning method 
provides an extra handle of versatility on top of the conventional 
PCB tuning mechanisms of electron energy and orientation, further 
supporting the potential of vdW materials as compact platforms for 
high-quality X-ray generation.

Tunability by the structural design of vdW materials is the first 
step towards our proposed broader design concept, in which a spe-
cially engineered superlattice structure can be used to spectrally 
shape the emitted X-ray radiation. Analogous structural custom-
izations for manipulating radiation have been suggested for other 
applications at optical wavelengths in metasurfaces42 and in designer 
Smith–Purcell gratings43,44. However, this approach has never been 
considered for X-ray radiation manipulation.

Figure 3a presents our design approach by exploring a general 
superlattice configuration in which two crystalline materials are 

combined into a superlattice. Mathematically, we derive a cor-
rected dispersion relation where the lattice factor d in equation (1) 
is replaced by a weighted sum of lattice factors d1n1 + d2n2, with d1 
and d2 denoting the lattice constants and n1 and n2 the number of 
layers in each period of the two combined crystals. We thus have 
(generalizing equation (1))

E0
m ¼ ℏω0

m ¼ m 2πℏ β cos θ
ðd1n1þd2n2Þð1�βcosφÞ ð3Þ

PCB radiation from monocrystalline materials is usually strongest 
for the first emission order (m = 1). However, in superlattices made 
of two materials, the dominant emission would occur at m = n1 + n2 
(the total number of layers in a single superlattice period).

Figure 3b,c shows that changing the atomic composition of the 
superlattice period allows us to control the range of emitted radia-
tion energy for the same incident electron velocities. The curves in 
Fig. 3b are calculated by combining graphite (d1 = 0.3350 nm) and 
hexagonal boron nitride (d2 = 0.3308 nm) into a superlattice struc-
ture and presenting several emission orders of such structures. 
The theoretical estimate of the intensity relation between emission 
orders in Fig. 3c is based on a model that uses a one-dimensional 
array of radiating dipoles. In this model, each dipole represents a 
lattice plane of the superlattice. As the PCB energy profile is depen-
dent on the constructive interference of emission from consecutive 
lattice planes, we can calculate the relation between the emission 
peaks by considering the electromagnetic field emitted from a row 
of point dipoles with the corresponding relative phases. We note 
an excellent match between the emitted energies presented in this 
model and the dispersion relation in equation (3).
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outlook
We envision the use of vdW heterostructures45,46 and other artificial 
superlattice crystalline materials to optimize the emission of PCB 
X-ray radiation with user-defined spectral and spatial properties. 
These sources are also attractive due to practical considerations, 
such as the promise of higher stability and smaller dependence on 
recalibrations and electron beam alignments, because it is possible 
to tune the emission by changing between a series of superlattices 
without modifying the electron beam properties. Fabrication of 
such superlattice–PCB sources can benefit from a variety of new 
crystal growth techniques, as well as the large wealth of possible 
chemical compositions and crystal structures offered by vdW mate-
rials. Additionally, molecular beam epitaxy47, metal organic chemi-
cal vapour deposition48 and other established material-growth 
techniques could be used to enable superlattice design incorporat-
ing other material families (for example, III-Vs, II-VIs) for X-ray 
generation and manipulation.

Another meaningful improvement would be the use of 
nano-modulated electrons that could make the radiation coherent 
from multiple electrons (microbunching). These nano-modulated 
electrons can be generated via emittance exchange techniques49,50, 
laser–plasma interactions51 or electromagnetic intensity grat-
ings52. Future work could develop structures that achieve resonant 
PCB conditions for interaction between the propagating elec-
trons and periodic structure to improve the emission efficiency of  
PCB radiation.

Our theoretical and experimental results show the advantages of 
vdW materials in engineering the emission of energy-tunable X-ray 
radiation. VdW materials add versatility to X-ray energy tuning of 
PCB radiation based on our proposed lattice modification technique, 
which can be combined with previously explored tuning techniques 
or used as a separate method. Additionally, this technique demon-
strates the advantages of designer superlattices for energy-tunable 
emission of monochromatic and directional X-ray radiation.

In contrast to state-of-the-art tunable X-ray sources, PCB radia-
tion can be generated from modestly relativistic electrons. This 
makes the superlattice–PCB X-ray sources relatively compact and 
more accessible for various applications, such as X-ray spectros-
copy24–26. For example, PCB radiation from vdW materials can be 
used for compact and tunable X-ray photoemission spectroscopy 
methods. Such an application is already within reach, using the 
emission flux and brightness of PCB from the low current of a basic 
TEM set-up, as described above.

Additional research tools such as transmission X-ray microscopy 
and scanning photoelectron microscopy53 are also potential applica-
tions for future PCB sources. X-ray imaging techniques can ben-
efit from the use of energy-tunable sources, as the image contrast 
is affected by the energy of the incident radiation27–29. This concept 
may be used, for instance, to improve the yield and accuracy of 
mammography techniques, in addition to reducing the radiation 
dose delivered to a patient28. Future imaging techniques that use the 
tunability of superlattice–PCB X-ray sources can create compact 
variants of K-edge imaging techniques54 with limited brightness and 
flux, yet at accessible laboratory scales.

In conclusion, we theoretically predict and experimentally dem-
onstrate tunable, high-brightness X-ray emission from vdW materi-
als when irradiated by moderately relativistic electrons available, for 
example, from a TEM. The radiation spectrum can be precisely con-
trolled by tuning the acceleration voltage of the incident electrons, 
as well as by our proposed approach—adjusting the lattice structure 
of the vdW material. We present experimental results for both meth-
ods, observing the energy tunability of X-ray radiation from the 
vdW materials WSe2, CrPS4, MnPS3, FePS3, CoPS3 and NiPS3. Our 
findings demonstrate the concept of material design at the atomic 
level, using vdW heterostructures and other atomic superlattices, 
for exploring novel phenomena of X-ray physics. Looking forward, 

the control of atomic layers in both the longitudinal and transverse 
directions would enable spatial, angular and spectral shaping of 
output X-ray radiation. We envision the customization of super-
lattices for user-specific applications via inverse design techniques 
that optimize the desired output radiation characteristics, given the 
electron beam conditions and the specific geometrical constraints.
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Methods
Experimental. The radiation was generated by highly collimated electron beams in 
an FEI Titan Themis G2 TEM with acceleration voltage in the range 60–300 kV, used 
to control the velocity of the incident electrons. The energy spectrum was measured 
using a Dual Bruker XFlash 6│100 energy-dispersive X-ray spectroscopy detector 
oriented at φ = 121° with respect to the electron velocity vector and with ΔφD = 16°. 
The energy resolution of the detector in the energy range of the measurements is 
~80 eV full-width at half-maximum. The resolution was determined by fitting a 
Gaussian distribution to the characteristic radiation energy peaks of W and Se in 
proximity to the PCB radiation peaks. All spectra were obtained by aligning the 
collimated electron beams along the crystal zone axis ([103] and [001]), verified by 
their diffraction patterns. The input power in our experiment was of the order of 
~0.1 mW (~100 kV × 1 nA), much lower than that of commercial X-ray tubes, which 
lies in the range of tens to thousands of watts. The relatively low input power required 
relatively long accumulation times of 16 min during the experiment. However, no 
visible damage was detected on the sample after up to ten such measurements.

Theoretical. The theoretical prediction of the peak emission (vertical dotted 
lines in Figs. 1d and 2) were obtained using equation (1) without any fitting 
parameters. We developed two simulation frameworks. In the CBS simulator, 
the trajectories of the electrons travelling in the vdW material were obtained by 
solving the relativistic Newton–Lorentz equations using a fifth-order Runge–Kutta 
algorithm34,55. The impinging electrons were assumed to be normally incident 
on the plane of the vdW layers. The atomic potential of the vdW material was 
obtained from DFT computations that take into consideration all inner-shell 
electrons56,57. The DFT calculations were performed with the GPAW (Grid-based 
Projector-Augmented Wave) code58, which uses a plane-wave basis set to expand 
the electron wave functions. The radiation from the electrons was calculated from 
their trajectories via the Liénard–Wiechert formula. Since the electron beam width 
is far larger than the transverse lattice cell size, the total radiation spectrum was 
obtained by averaging over the radiation spectra of individual electrons spanning 
one unit cell of the atomic structure.

In the PXR simulator, the atomic structure was modelled by periodic dipole 
arrays, and the incident electrons were assumed to travel along straight lines with 
uniform velocity. The response of the bound electrons around each atom was 
modelled by effective dipoles, with the atomic polarizability derived from the 
experimental scattering factor59.

The widths of the peaks in Figs. 1 and 2 were calculated by combining 
ΔE (calculated using equation (2)) with the energy broadening due to 
the detector energy resolution ΔERes, for an approximate energy width of 
ΔEtot ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ΔE2 þ ΔE2

Res

p

I
. The energy widths were also found in another more 

precise way, using the PXR simulation, and convolving the spectra with a Gaussian 
(full-width at half-maximum of ΔERes) that models the response of the detector. 
The results yield the theoretical spectral line presented in Fig. 1. The energy widths 
obtained in both methods approximate well the experimental data.

Sample preparation. Chromium thiophosphate (CrPS4) was synthesized by vapour 
transport synthesis with a temperature gradient of 750 °C/710 °C and a reaction 
time of 4 days, as described in detail elsewhere60. Transition metal phosphorous 
trisulfides were synthesized by the same technique, but the reaction time was 
longer (1 week), and the temperature gradient was different for each of the specific 
compounds—MnPS3: 650 °C/600 °C; FePS3: 650 °C/550 °C; CoPS3: 625 °C/575 °C; 
NiPS3: 650 °C/600 °C. The vdW materials were mechanically exfoliated and directly 
transferred to a TEM grid using a protocol described in ref. 60.
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Our understanding of light-matter interactions enables a wide range of the technologies that
define modern life. Examples include lasers, solar cells, and light-emitting diodes, all of which are
likely to play a key role in our transition towards a more sustainable society.

Light is an electromagnetic wave. Matter on the other hand is made of atoms that consist of
negatively charged electrons and positively charged protons. Because of the charge of these
constituents, light and matter can interact. However, the charged particles also interact with
each other, and this interaction is what ultimately defines the properties of a material. These
properties are called the electronic structure of the material, and they can be calculated using
so-called first-principles quantum mechanical calculations. First-principles means that the only
information going into the calculation is the atoms making up the material and their positions.

This thesis presents examples of how these types of calculations can be used to both inter-
pret novel experimental results on emerging 2D materials and actively drive materials discovery
for different technological applications. Light can also be used to change material properties
with potential in for example chemistry. A particularly interesting version of this is how resonant
electromagnetic environments can be used to alter the electronic structure of materials, even in
the absence of actual light. This happens as a result of the altered quantum fluctuations of the
electromagnetic field in such environments, and the effect is directly related to the fundamental
quantum nature of both light and matter. It also presents a uniquely challenging computational
problem because it becomes necessary to quantum mechanically treat both light and matter
at the same high level of accuracy. The development of methods capable of this is another
central topic of this thesis.
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