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Abstract

This PhD thesis presents theoretical and computational approaches to modelling

the electrochemical reduction of carbon dioxide (CO2R) to carbon monoxide

(CO). CO is the simplest product of CO2R, but accurately determining its rate

limiting step and reaction kinetics across materials remains a challenge. In this

thesis, we present a unified view of CO2R to CO by developing theoretical and

computational models to account for different and sometimes competing effects

at the electrochemical interface.

We begin by looking at the electrode side of the reaction by developing

an approach to accurately determine adsorption energies, a central quantity

to our goal of understanding CO2R, directly from temperature programmed

desorption (TPD) experiments. Our method fits the long-tail of the TPD curve

to an expression for the configurational entropy, allowing us to determine reliable

adsorption energies as well as adsorbate-adsorbate interaction parameters and

compare them against our computations.

We explore trends in adsorption energies for different intermediates, such

as C* and O* by developing a model combining the Newns-Anderson model of

chemisorption with the orthogonalisation term of the Hammer-Nørskov d-band

model. By parameterising this model to Density Functional Theory (DFT) cal-

culations, we describe the conditions for adsorption energies of different reacting

species to scale with one another.

We then turn to studying two potentially pertinent effects besides those

caused by the metal electrode. First, we discuss the effect of interfacial water
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on steps and terraces of Gold through ab-initio molecular dynamics simulations.

We find that including dynamics of interfacial water causes the adsorption of

CO to weaken on steps, while staying roughly constant on terraces, contrary to

static DFT calculations performed in vacuum.

Second, we study the influence of the interfacial field on the free energy of

reaction intermediates of CO2R. To include these effects, we develop a compu-

tational method to determine the charge transfer coefficient of electrochemical

reactions using just the atom-centred forces from a single DFT calculation per-

formed at a saddle point.

We find that a particular group of materials, namely single atoms embedded

on graphene, produce large surface dipole moments which interact strongly with

the interfacial field. This stabilisation through the surface dipole moments of

adsorbed CO2, the first reaction intermediate of CO2R, leads to specific chemical

signatures observed within our model. One such signature is pH dependencies

of current densities towards CO. Our predictions of these pH dependencies are

in excellent agreement with available experiments, supporting the hypothesis

that dipole-field interactions determine the reaction kinetics of CO2R. Based on

these results, we suggest a general design principle to find more active catalysts

for CO2R, by looking for materials with narrow width of their d-states.

Through a combination of theoretical and computational studies, we deter-

mine the reaction mechanism for CO2R to CO, as well as the underlying effects

which influence a material’s activity for this reaction.
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Resumé

Denne ph.d.-afhandling præsenterer teoretiske og beregningsmæssige tilgange

til modellering af den elektrokemiske reduktion af kuldioxid (CO2R) til kulilte

(CO). CO er det mest simple produkt af CO2R, men nøjagtig bestemmelse

af dets hastighedsbegrænsende trin og reaktionskinetik på tværs af materialer

er fortsat en udfordring. I denne afhandling præsenterer vi et samlet syn på

CO2R til CO ved at udvikle teoretiske og beregningsmodeller til at tage højde

for forskellige, og i nogle tilfælde konkurrerende, effekter ved den elektrokemiske

grænseflade.

Vi behandler først elektrodesiden af reaktionen ved at udvikle en tilgang til

nøjagtigt at bestemme adsorptionsenergier, en central størrelse for vores mål om

at forstå CO2R, direkte fra eksperimenter med temperaturprogrammeret des-

orption (TPD). Vores metode parametriserer den lange hale af TPD-kurven til et

udtryk for den konfigurationelle entropi, med hvilken vi kan bestemme pålidelige

adsorptionsenergier såvel som adsorbat-adsorbat-interaktionsparametre og sam-

menligne dem med vores beregninger.

Vi undersøger tendenser i adsorptionsenergier for forskellige mellemproduk-

ter, såsom C* og O*, ved at udvikle en model, der kombinerer Newns-Anderson-

modellen for kemisorption med ortogonaliseringsleddet fra Hammer-Nørskov

d-båndsmodellen. Ved at parametrisere denne model til Density Functional

Theory (DFT) beregninger, kan vi beskrive de nødvendige betingelser for at

adsorptionsenergier for forskellige reagerende specier skalerer med hinanden.

Vi beskæftiger hos herefter med to potentielt relevante effekter udover dem,

der er direkte resultat af metalelektroden. Først diskuterer vi effekten af grænse-

fladevand på henholdsvis trin og plane overflader af guld gennem ab-initio

molekylærdynamik simuleringer. Vi finder, at ved at inkludere grænseflade-

vands dynamiske egenskaber svækkes adsorptionen af CO på trin, mens den

forbliver nogenlunde konstant på plane overflader, i modsætning til statiske

DFT-beregninger udført i vakuum.

Derudover studerer vi grænsefladefeltets indflydelse på den frie energi af
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reaktionsmellemprodukter af CO2R. For at inkludere disse effekter udvikler vi

en beregningsmetode til at bestemme ladningsoverførselskoefficienten for elek-

trokemiske reaktioner udelukkende ved hjælp af de atomcentrerede kræfter fra

en enkelt DFT-beregning udført ved et sadelpunkt.

Vi finder, at en bestemt gruppe af materialer, nemlig enkelte atomer indle-

jret i grafen, producerer store overfladedipolmomenter, som interagerer stærkt

med grænsefladefeltet. Denne stabilisering gennem overfladedipolmomenterne

af adsorberet CO2, det første reaktionsmellemprodukt af CO2R, fører til speci-

fikke kemiske signaturer observeret i vores model. En af disse signaturer er

pH-afhængigheden af strømtætheder til CO. Vores forudsigelser af disse pH-

afhængigheder er i tæt overensstemmelse med tilgængelige eksperimenter, hvilket

understøtter hypotesen om, at dipol-felt-interaktioner bestemmer reaktionsk-

inetikken for CO2R. Baseret på disse resultater foreslår vi et generelt designprin-

cip til at finde mere aktive katalysatorer for CO2R ved at lede efter materialer

med smalle d-tilstande.

Gennem en kombination af teoretiske og beregningsmæssige undersøgelser

bestemmer vi reaktionsmekanismen for CO2R til CO, såvel som de under-

liggende effekter, som påvirker et materiales aktivitet for denne reaktion.

Translated to Danish by Oliver Wischmann Siig and Kathrine Bjerregaard Nielsen
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Chapter 1

Introduction

1.1 Closing the carbon cycle

Anthropogenic CO2 and other greenhouse gas emissions have increased the risk

of climate change [1]. This increased risk has been linked to increasing like-

lihood of destructive rare weather events, hotter temperatures and rising sea

water levels [2]. Figure 1.1a shows the observed increase in temperature from

1850 up to the present. It is clear that there has been a noticeable increase in

temperature over the last 100 years, coinciding with the industrialisation of the

global economy.

Significant contributors to greenhouse emissions are burning fossil fuels and

other related industrial processes. The CO2 released from these sources accounts

for 65% of the global greenhouse gas produced from 2000-2010 [5]. An obvious

solution to this problem is switching the global economy from fossil fuels to

renewable sources of energy such as solar or wind based energies. Such a switch

has the potential to be economically viable, with recent studies showing that

the cost of renewable electricity has been steadily decreasing. For example,

Figure 1.1b shows the cost of electricity steadily decreasing for solar (orange)

and offshore wind sources (blue) [3, 4].

A major argument against the complete switch to renewable energy is that of

1
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Figure 1.1: a) Observed increase in global temperatures across two centuries

taken from Ref [1]. b) Cost of electricity based on solar and wind [3, 4].

seasonality. The sun shines during limited parts of the day and wind might not

always be able to produce enough electricity throughout the year. This inter-

mittent energy production is unacceptable for modern industry and households,

which require constant access to electricity.

Thus, in the context of renewable energy, storage is key. Chemical bonds,

particularly those with carbon, are particularly good at this task. The energy

density of a substance, defined as the amount of energy stored per volume, is

significant for carbon containing fossil fuels such as diesel and Gasoline (between

30-40 MJ/L [6]). However, it is exactly through burning of these substances that

CO2 emissions have been driven up over the last century.

A potential solution to this problem is to find technologies that produce

compounds such as diesel and gasoline, while using CO2 as an input along with

(relatively) cheap electricity in the form of renewable energy. Specifically, we

would have to break carbon-oxygen bonds (such as in CO2) and replace them

with carbon-hydrogen bonds (such as in fossil fuels). In practice, performing

this chemistry is challenging owing to the fact that CO2, the most oxidised form

of carbon, is extremely stable and inert.
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Figure 1.2: Schematic of an electrochemical cell; the negatively charged cathode

is used to convert CO2 to CO while the anode performs a counter reaction.

1.2 Electrochemical reduction of CO2

A promising approach to solve the problem of storage is that of electrochemical

CO2 reduction (CO2R). Figure 1.2 shows an electrochemical cell, consisting of

a negatively charged cathode and a positively charged anode. CO2R involves

the reduction of CO2 to species such as carbon mono-oxide (CO), methane

(CH4), ethanol (C2H4), etc. and occurs at the cathode. A counter reaction,

for example, oxidising H2O to O2 occurs at the anode. Overall, this process

satisfies the requirement that CO2 be used as an input and has the propensity

to produce fuel as an output.

The amount of electricity used to convert CO2 to reduced products depends

on the material used as the cathode. Transition metal electrodes such as gold

(Au) and silver (Ag) are able to effectively convert CO2 to CO, the simplest of

reactions in CO2R. These so-called electrocatalysts facilitate (in acidic solutions)
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the relatively simple reaction,

CO2(g) + 2H+(aq) + 2e− → CO(g) + H2O(l) (1.1)

These catalysts convert CO2 to CO, by consuming two protons (H+) from

the electrolyte solution and two electrons (e−) from the electrode surface. This

reaction is the first CO2R process to be realised commercially. Ag-based gas-

diffusion electrodes can produce up to 300 mAcm−2 of CO from a CO2 input

stream [7]. More reduced products such as ethanol, methanol, ethane, etc. are

produced by Copper (Cu) electrodes [8, 9].

A competing reaction to CO2R is the hydrogen evolution reaction (HER).

This reaction typically occurs at the same potential range and conditions as

CO2R (approx. −0.6 V vs. SHE, pH of 6.8). In the context of CO2R it is con-

sidered a loss of efficiency. In this reaction, protons and electrons are consumed

to give H2(g),

2H+(aq) + 2e− → H2(g) (1.2)

1.3 Outline of Thesis

In this thesis, we study the electrochemical conversion of CO2 to CO, one of

the simplest reaction in the CO2R network. We begin by highlighting the main

methodologies and theories central to heterogeneous catalysis and electro catal-

ysis in Chapter 2. In Chapter 3, we discuss how these quantities are obtained

through ab-initio calculations. Chapters 2 and 3 are meant to serve as a brief

summary of the theories and methods used in this thesis.

One of the central quantities in heterogeneous catalysis is the chemisorption

energy, i.e. the binding strength of an adsorbate to the surface of a material.

In Chapters 4 and 5 we focus on the effect of the electrode surface on the

chemisorption energies. In Chapter 4 (based on the paper in Section 10.1),

we develop a model that extracts the chemisorption energy from a popular
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experimental technique, temperature programmed desorption (TPD). We apply

our methodology to find the equilibrium coverage of CO on stepped gold surfaces

at standard conditions. In Chapter 5, we build upon the Newns-Anderson and

Hammer-Nørskov models to describe the variation of the chemisorption energies

with the d-band centre of a metal. We describe the conditions under which the

chemisorption energies of two adsorbates scale with each other. A significant

achievement of our model is that it explains why two of the simplest adsorbates,

carbon and oxygen, do not scale with each other.

In Chapters 6−8, we investigate variations in the chemisorption energy at the

electrochemical interface caused by both the electrolyte and electrode. In Chap-

ter 6 (based on paper in Section 10.2), we perform ab-initio molecular dynamics

calculations to determine the effect of interfacial water on the chemisorption

energies of adsorbates. As an example, we study CO adsorption on stepped and

terrace gold surfaces and find that stepped surfaces are significantly destabilised

in the presence of water, while terraces are largely unaffected. In Chapter 7,

we describe the effect of the interfacial field on the chemisorption energies. We

develop a model to quantify this effect through ab-initio calculations.

Finally, in Chapter 8 (based on papers in Sections 10.3 and 10.4) we apply

all the methods and models of this thesis to understand the CO2R reaction on

various materials. We accurately predict the rate limiting step at operating po-

tentials on transition metal catalysts as well as doped-metal graphene catalysts.

We find that CO2 adsorption is the rate limiting step on transition metals, but

the first protonation is likely rate-limiting on some doped-graphene materials.

Our predictions are in excellent agreement with available experiments on a range

of catalysts. We end by discussing possible design strategies to find improved

catalysts for CO2R.
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Chapter 2

Theory of heterogeneous

catalysis

In this chapter, we discuss the main concepts in heterogeneous catalysis which

we will apply in this thesis. A significant amount of heterogeneous catalysis and

electrocatalysis involves studying the breaking and forming of chemical bonds

[10]. It follows that a typical theme in the field centres around understand-

ing how strongly molecules are bound to a surface, that is, determining the

chemisorption energy of a given adsorbate on a chosen surface.

We begin by illustrating the molecular perspective of chemisorption through

the potential energy surface. We then describe the Newns-Anderson model [11]

to understand the atomistic nature of chemisorption. We follow this section by

a discussion on the role the environment plays in altering the binding strength

of an adsorbate on a surface. We defer discussion of how these chemisorption

energies are obtained through ab-initio methods to Chapter 3.

7
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2.1 Potential energy surface: An atomistic view

of chemisorption

A potential energy surface (PES) for a reaction allows us to determine the

chemisorption energy for a chosen molecule and surface. As an example, consider

the process of CO2 adsorption on a Pt(111) surface. The potential energy

surface for this reaction is shown in Figure 2.1. The axes refer to quantities

that are altered (the O− C−O internal angle and the Pt− C height) and the

background denotes the energy,

E = ECO2 − ECO2(g)+
∗ (2.1)

where ∗ indicates the surface, in this case, Pt(111) and ECO2 is the energy of

CO2 at different positions and O− C−O internal angles. The chemisorption

energy is the energy to bring CO2 from far away (CO2(g)) up to the point that

is adsorbs on the surface of the catalyst (CO∗
2). We ignore all other degrees of

freedom in this example. This assumption will lead to an overestimation of the

chemisorption energies.

Figure 2.1 highlights several features common to adsorbates other than just

CO2. For example, at large Pt−C distances weak long-range van-der-Waal

forces dominate, causing minor changes in the chemisorption energies. At closer

distances (≈ 2−3Å), there is overlap between the electronic states of the adsor-

bate and the metallic surface causing the formation of a chemical bond [10]. If

the adsorbate approaches the surface any further, it would be met with a steep

increase in energy due to Pauli-repulsion. A more quantitative description of

this process will be provided in Section 2.2.1 and built upon later in Chapter 5.

There are also features in Figure 2.1 that are unique to CO2 adsorption. For

example, at small Pt−C heights (less than ≈ 2Å) it would appear that CO2

can lower its chemisorption energy by changing its internal O− C−O angle.

This additional degree of flexibility gives CO2 distinctive electronic structure

properties, which we will explore in Chapter 8.
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Figure 2.1: Potential energy surface for CO2 adsorption on the ontop site of a

Pt(111) surface. The x−axis is the distance between the uppermost Pt atom

and the C atom, while the O− C−O angle is shown on the y−axis. All other

degrees of freedom are kept fixed.

2.2 Electronic structure view of the chemisorp-

tion energy

2.2.1 Newns-Anderson model of chemisorption

An early model of chemisorption was proposed by Newns [11] in 1969. Despite its

simplicity, the model sheds light on some of the most fundamental characteristics

of interaction between the metal d-states and an adsorbate. In this section, we

present some important expressions developed in this model and explain their

significance. We will modify these expressions to incorporate the effect of the

sp-states of the metal and orthogonalisation in Chapter 5.
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Anderson Hamiltonian

Consider a system consisting of an adsorbate |a⟩ adsorbed on a (metallic) surface

having a continuum of states |k⟩. The overall Hamiltonian Ĥ is split into a non-

interacting Hamiltonian Ĥ0, and a Hamiltonian V̂ , consisting solely of coupling

elements Vak between |a⟩ and |k⟩.

Ĥ = Ĥ0 + V̂ (2.2)

The interaction between |a⟩ and |k⟩ is most generally represented by the

Anderson Hamiltonian [12] as,

Ĥ =
∑
σ

ϵanaσ +
∑
k,σ

ϵknkσ︸ ︷︷ ︸
unperturbed metal and adsorbate

+
∑
k,σ

(
Vakc

†
a,σck,σ + Vakca,σc

†
k,σ

)
︸ ︷︷ ︸

Coupling between the eigenstates

+ Unaσna−σ︸ ︷︷ ︸
Coulomb interaction

(2.3)

where σ denotes spin, ⟨a|H |a⟩ = ϵa and ⟨k|H |k⟩ = ϵk. Note that the basis

orbitals in Equation 2.3 are orthogonal. However, in the case of adsorption

events effects of overlap between adsorbate and metal states cannot be com-

pletely neglected [13, 14]. We return to the inclusion of this effect in Chapter

5.

The term in the first bracket of Equation 2.3 indicates the contributions

of the unperturbed |k⟩ and |a⟩ states. The second term indicates a coupling

between |a⟩ and |k⟩ states through the hopping terms Vakc†a,σck,σ (creation of

a state in |a⟩ and deletion of a state in |k⟩) and Vakca,σc†k,σ (creation of a state

ion |k⟩ and deletion of a state in |a⟩). For each σ, there is also a Coulomb

interaction term, Unaσna−σ.
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Adsorbate projected density of states

In the context of surface catalysis, it is instructive to look at the projected

density of states, particularly of those projected onto the adsorbate. To do so,

Newns derived the Green operator for the Hamiltonian in Equation 2.3 in Ref

[11]. The Green operator, Gaa(ϵ) is given by,

Gaa(ϵ) =

[
ϵ− ϵa −

∑
k

V 2
ak/ (ϵ+ iα− ϵk)

]−1

(2.4)

which can be expressed succinctly as the sum of two functions,

Gaa = [ϵ− ϵa − Λ(ϵ) + i∆(ϵ)]
−1 (2.5)

where ∆ (commonly called the chemisorption function) is defined as,

∆(ϵ) = π
∑
k

|Vak|2 δ (ϵ− ϵk) (2.6)

and Λ is the Hilbert transform of ∆,

Λ(ϵ) =
P

π

∫ ∞

−∞

∆(ϵ′)

ϵ− ϵ′
dϵ′ (2.7)

where P is the Cauchy principal value. Together, ∆ and Λ are used to compute

the adsorbate projected density of states based on projections to the eigenfunc-

tions, |m⟩.

ρaa(ϵ) =
∑
m

|⟨m|a⟩|2 δ(ϵ− ϵm) = ⟨a| δ
(
ϵ− Ĥ

)
|a⟩ (2.8)

and the Green operator in Equation 2.5 can be expressed as,

Gaa (ϵ) = limα→0
1

ϵ− Ĥ + iα
=

P

ϵ− Ĥ
− iπδ

(
ϵ− Ĥ

)
(2.9)

which gives a convenient way to extract the adsorbate projected density of states

from Gaa,

ρσaa(ϵ) = −
1

π
Im ⟨a|Gaa (ϵ) |a⟩ = −

1

π
Im(Gaa) (2.10)
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where Im stands for the imaginary part of the variable. Substituiting Equation

2.5 into Equation 2.10,

ρaa(ϵ) =
1

π

∆(ϵ)

[ϵ− ϵa − Λ (ϵ)]
2
+∆(ϵ)

2 (2.11)

Semi-infinite chain

To simplify the expression further, it is assumed that adsorbate-metal interac-

tions occur through a semi-infinite chain. Figure 2.2 shows a schematic of such

a semi-infinite chain, consisting of the adsorbate, |a⟩ interacting with the metal,

|k⟩. Within the model, the adsorbate interacts with the metal atoms with an

interaction strength of Vak. The metal atoms themselves interact with each

other with a strength of β.

Figure 2.2: Schematic of the semi-infinite chain model, a is the adsorbate with

interacts with the metal through one metal atom k1, which is on one end of an

infinitely long metal chain k1, k2, . . . with coupling element β.

The advantage of such an assumption is that we obtain a simplified version of

∆, which comes from inserting the eigenvalues of the semi-infinite chain model

into Equation 2.6 [15].

∆(ϵ) = πV 2
ak

[
1− ϵ2

]1/2 (2.12)
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and Equation 2.12 can be easily generalised to different band widths, wd and

band centres, ϵd by setting,

ϵ→ ϵ− ϵd
wd

(2.13)

The density of states of the adsorbate is obtained by substituting Equation

2.12 into 2.11. An interesting feature of the semi-elliptical model is that Equa-

tion 2.11 can be visualised graphically in a relatively simple manner. We are

particularly interested in the poles of Equation 2.11, that is, the ϵ values at

which the denominator in Equation 2.11 becomes 0. Thus, we need ϵ for which,

ϵ− ϵa = Λ(ϵ), ∆(ϵ) = 0 (2.14)

Graphically, Equation 2.14 implies that we need to find the point ϵ for which

the line ϵ − ϵa intersects Λ(ϵ), while ensuring that ∆(ϵ) is 0. Figure 2.3 shows

a few representative scenarios. The dashed lines show the semi-ellipse ∆ and

the solid back line shows its Hilbert transform Λ. In the case of weak coupling

between |a⟩ and |k⟩, the red line (ϵ − ϵa) intersect ∆ only once (the red star

shows the ϵ corresponding to the intersection). In the case of strong coupling,

two points meet the condition of Equation 2.14 (two red stars).

The presence of two points meeting the condition of 2.14 (sometimes re-

ferred to as localised states), presents an intuitive picture of chemical bonding

at surfaces. The state lower in energy is the bonding state, while that of higher

energy is the anti-bonding state. In the case of weak coupling, no such splitting

takes places, and the adsorbate induced density of states is very similar to the

original, unperturbed state.

Another quantity of interest is the occupancy of the adsorbate state upon

chemisorption, na, which is obtained by integrating Equation 2.11 for all the

occupied energy levels,

na =

∫ ϵf=0

−∞
ρaadϵ (2.15)

where ϵf is the Fermi level (which we set to 0 throughout this thesis).
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Figure 2.3: Representative adsorbate density of states ρaa, for weak coupling

β′ = 0.5 and strong coupling β′ = 1.5 are shown in red; stars denote Dirac delta

functions; ∆ is shown as a dashed black line and Λ as a solid line. All energies

are in units of two times the width of the band (in this case, ∆)

.

Chemisorption energy

Once the density of states has been determined from Equation 2.11, it is straight-

foward to compute the chemisorption energy within the framework of this tight

binding model. The chemisorption energy is given as the difference between all



2.2. Electronic structure view of the chemisorption energy 15

the occupied states after chemisorption with the those before chemisorption,

Echem =

[ ∑
m,occ

ϵm

]
−

∑
k,occ

ϵk + ϵa

 (2.16)

where the one-electron (1e) term is written as,

∆E1e =
∑
m,occ

ϵm −
∑
k,occ

ϵk (2.17)

For a function f(z), which is analytic within some contour C and another

function ψ which is analytic within C except for some finite number of points

(which are poles),

(2πi)
−1
∫
C

f(z)
ψ′(z)

ψ(z)
dz =

∑
i

f(ai)−
∑
i

f(bi) (2.18)

and using f(ϵ) = ϵ, we can write

∆E1e = (2πi)
−1
∫
C

ϵ
d

dϵ
ln

(
ϵ− ϵσ −

∑
k

|Vak|2

ϵ− ϵk

)
(2.19)

upon integrating by parts gives the following general expression for ∆E1e,

∆E1e = π−1

∫ ϵf=0

−∞
tan−1

(
∆

ϵ− ϵσ − Λ

)
dϵ (2.20)

It follows that the hybridisation energy is simply,

∆E = π−1

∫ ϵf=0

−∞
tan−1

(
∆

ϵ− ϵσ − Λ

)
dϵ− ϵa (2.21)

where −π < tan−1 < 0. An illustrative example of the variation of ∆E for

different ϵd and wd values is shown in Figure 2.4a. Corresponding na values are

shown in Figure 2.4. In Chapter 5 we explore in detail the change in chemisorp-

tion energy with ϵd and wd for the different transition metals.
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Figure 2.4: Chemisorption energy from Equation 2.20 and occupancy of adsor-

bate state, na from Equation 2.15 for ϵa = 0 eV, V 2
ak = 1 eV and different ϵd

and wd values.

2.2.2 Hammer-Nørskov model

In this section, we review a simple, but effective model of chemisorption, first

proposed in Ref [16]. In contrast to the chemisorption energy derived in Section

2.2.1, the Hammer-Nørskov d-band model uses the simple two-state problem to

describe chemisorption. For an adsorbate with a re-normalised valence energy

of ϵa, the total chemisorption energy is written as the sum of the hybridisation

energy and the orthogonalisation energy,

Echem = − sign(ϵa − ϵd) |nb − f |
V 2
ak

|ϵa − ϵd|︸ ︷︷ ︸
Hybridisation

− VakSak︸ ︷︷ ︸
Orthogonalisation

(2.22)

where sign refers to the sign function, nb is to either 0 or 1 depending on if the

state is above or below the Fermi level respectively, Sak refers to the overlap

between the metal states and the adsorbate states upon chemisorption. Note

that the orthogonalisation term is not considered in the case of the Newns-

Anderson model presented in Section 2.2.1.

The model was first applied to CO chemisorption on late transition metals

and overlayers. It was able to successfully predict trends within and across rows

of the periodic table. It was found that the main determinant of Echem was ϵd,
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that is, the d-band centre. Given its relative simplicity and success in predicting

trends, the d-band centre has become a regular descriptor of the chemisorption

energy for several adsorbates. In Chapter 5 we explore ϵd as a descriptor within

a model using the hybridisation energy from the Newns-Anderson model and

the orthogonalisation energy of the Hammer-Nørskov model.

2.3 Impact of environment on adsorption ener-

gies

In Sections 2.2.1 and 2.2.2, we described the binding strength as if it were a

single value for a given adsorbate and surface. In fact, the binding strength

can be modified by a number of factors, such as temperature, pressure in a gas-

phase environment; potential and pH in an electrochemical environment. It can

also be altered by an increase or decrease of coverage or the presence of other

species. In this section, we discuss the impact that these conditions have on the

binding strength of an adsorbate to a surface. These concepts will be applied

in Chapters 4, 6 and 8.

2.3.1 Coverage dependence of the chemisorption energy

The adsorbate coverage, θ, is defined as the number of adsorbate species, n

divided by the amount of surface sites, N , i.e. θ = n/N . We would like to

determine Echem(θ), i.e. the chemisorption energy as a function of the coverage

[17]. To do so, we would need to determine the average adsorption energy, given

as

Echem(θ) =
En − nEgas − Esurface

n
(2.23)

where En is the chemisorption energy with n adsorbates on the surface, Egas is

the energy of the gas molecule and Esurface is the energy of the clean surface.

It is also instructive to determine the integral adsorption energy i.e. the total
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energy for n adsorbates to be on a surface as,

Eint(θ) = θEavg(θ) (2.24)

and the differential adsorption energy, i.e. the energy to go from the ith to

the (i+ 1) th coverage.

Ediff =
dEint(θ)

dθ
(2.25)

2.3.2 Adsorption free energy

For a given temperature, T , the free energy of adsorption, ∆G, of an adsorbate

on a surface is given by the expression

∆G = ∆H − T∆S (2.26)

where ∆H is the adsorption enthalpy and ∆S is the adsorption entropy. In

this section, we present a brief discussion on how the enthalpy and entropy

are influenced by the environment in which adsorption is taking place. We

neglect the pV term to covert the Helmholtz free energy (under constant volume

conditions) to the Gibbs free energy (under constant pressure conditions). This

assumption allows us to approximate the free energy as differences between

adsorbed and gas-phases quantities in Equation 2.26.

Adsorption enthalpy

The enthalpy of a gas molecule is written as,

H(T ) = H(T = 0) +

∫ T

T=0

Cp(T )dT (2.27)

At 0 K, there would be two contributions to the enthalpy. The first is

Echem(θ), defined in Equation 2.23. The second is the zero-point energy, i.e. the

energy at the lowest energy coming from a harmonic oscillator, hωi/2, where ωi

are the vibrational frequencies.
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Adsorption entropy

The adsorption entropy, ∆S is the difference between the entropy of a molecule

when it is adsorbed on the surface, Sads, and when it is in gas phase, S gas,

∆S = Sads − Sgas (2.28)

Sgas is often computed under the assumption that the molecule exhibits

ideal gas behaviour. In order to determine Sgas, it is instructive to write the

molecular partition function, q, for the different types of motion,

q = qtr qvib qrot qel (2.29)

where qtr is the translational partition function, qvib is the vibrational parti-

tion function, qrot is the rotational partition function and qel is the electronic

partition function. The entropy is determined from q as,

Sgas = kBT
∂ ln q

∂T
+ kB ln q (2.30)

qtr is determined separately for each Cartesian coordinate, x, y, z. It is evaluated

using the energies for a particle in one-dimensional box as ϵn = h2n2/8mL2.

Taking all dimensions together and setting the volume, V = LxLyLz,

qtr
V

=
(2πmkBT )

h3

3/2

(2.31)

qrot for a poly-atomic molecule is given by,

qrot =

√
π

σ

(
2π2kBT

h2

)3/2√
IAIBIC (2.32)

where σ is the symmetry number of the molecule, IA, IB , IC are the diagonal

elements of the moment of inertia tensor.

qvib for a non-linear molecule, with 3N − 6 degrees of freedom, where N is

the number of atoms is given by,

qvib =

3N−6∏
k=1

exp (−βhωk/2)

1− exp(−βhωk)
(2.33)
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where β = (kBT )
−1. Note that the vibrational degrees of freedom for a linear

molecule is 3N − 5.

qel is composed of contributions from the different possible electronic states,

each with a degeneracy of g,

qel = g1 + g2 exp (−βϵ2) + . . . (2.34)

Determining the entropic contribution of an adsorbed molecule is a harder

task. It is typically assumed that the adsorbate has no translational and ro-

tational types of motion. The entire contribution to the partitional function

comes only from qvib.

Figure 2.5: Energy contribution of the total and differential configurational

entropy as a function of coverage, θ at 300 K

There is an additional entropic contribution that needs to be included for

an adsorbed molecule. It comes from different possible arrangements of Na

adsorbate molecules on Ns random sites. The number of such possibilities,

assuming indistinguishably is given by,

Nconf =
Ns!

(Ns −Na)!Na!
(2.35)
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Substituting, θ = Na/Ns and using Sterling’s approximation gives the total

configurational entropy for the system,

Stot
conf = −kB ln

(
θ

1− θ

)
− kB

θ
ln (1− θ) (2.36)

Since we are interested in per-adsorbate quantities, we often consider the

differential configurational entropy,

Sconf = −kB ln

(
θ

1− θ

)
(2.37)

Figure 2.5 shows the behaviour of the total and differential configurational

entropy with coverage. The total gain in entropy asymptotically decreases in

the case of Stot
conf. In the case of Sconf, the energy contribution tends to ∞ as

θ → 0 and −∞ as θ → 1, implying that we would never have a fully clean or

fully covered surface. We utilise this idea in Chapter 4 to extract Echem(θ) by

fitting this form of the configurational entropy to data from TPD experiments.

2.4 Adsorption free energy in electrocatalysis

The free energies determined in Equation 2.26 incorporates the effect of tem-

perature, pressure and coverage, making it suitable for use in studying several

reactions in heterogeneous catalysis. In addition to these variables, we would

need the variation of the free energies with the potential, which is the driving

force for reactions to occur in electrocatalysis. In this section we discuss the

consequences of incorporating the potential, pH and interfacial field on the ther-

modynamics of a reaction. We defer a discussion of reaction kinetics to Section

2.5.
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2.4.1 Dependence on the potential and pH

To understand the dependence of potential on pH on an electrochemical reaction

[18], we consider the following test case,

A∗ +H+ + e− → AH∗ (2.38)

where A∗ is any adsorbate on the surface and AH∗ is its protonated form. H+

is a proton and e− is an electron. The free energy change for the reaction is,

∆G = µAH∗ − (µA∗ + µH+ + µe−) (2.39)

where µAH∗ is the chemical potential of the product, µA∗ is the chemical po-

tential of the reactant, µH+ is the chemical potential of the proton and µe− is

the chemical potential of the electron. It is through the latter two chemical

potentials that pH and potential are included in the free energy.

We split µe− as a sum of µ0
e− , the chemical potential under standard condi-

tions and eΦSHE, the dependence on the potential referenced to the Standard

Hydrogen Electrode (SHE),

µe− = µ0
e− + eΦSHE (2.40)

where the SHE scale is an absolute scale, i.e. changing in ΦSHE changes µe− and

not on µH+ .

The pH [19] is included through µH+ . Specifically, it included through the

configurational entropy of the proton as,

µH+ = −T∆S = kBT ln

(
cH+

c0H+

)
= −2.3kBTpH (2.41)

where cH+ is the concentration of the proton as a reactant and c0H+ is the

concentration at standard conditions. Here we assume that the activity of the

species is the same as its concentration.
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2.4.2 Dependence on interfacial field

The chemical potentials of the reactant and product of Equation 2.39 are influ-

enced by the potential as well. This dependence comes through the electrostatic

interactions between the adsorbate and the field set up by the double-layer out-

side the electrode surface. In its most general form [20], this interaction can be

represented through the multipole expansion,

Gfield = G0 + µξ − αξ
2

2
+ . . . (2.42)

where G0 is free energy at standard conditions, µ is the surface dipole moment

of the adsorbate, ξ is the strength of the interfacial field, α is the polarisability

of the adsorbate. A more detailed discussion on the inclusion of this effect can

be found in Chapter 7 and is applied to CO2R in Chapter 8.

2.5 Micro-kinetic modelling

So far we have discussed the thermodynamics associated with chemisorption.

The rate of a reaction, however, requires knowledge of the (electrochemical)

activation energies. The rate of any elementary reaction is given by,

rate = k+
∏
i

θi
∏
j

pj − k−
∏
i

θi
∏
j

pj (2.43)

where + indicates the forward reaction and − indicates the reverse reaction,

p denotes the pressure, θ is the coverage and k is the rate constant. More

generally, the rate constants are given as

k+ = exp

(
−Ga,+

kBT

)
(2.44)

k− = exp

(
−Ga,−

kBT

)
(2.45)

We discuss how Ga is determined in Chapter 7. The general strategy to

solve the kinetic model in Equation 2.43. For a given reaction network having
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n species adsorbed on a surface with a certain coverage θi for each species i, we

can write,

N∑
i=1

θi = 1 (2.46)

that is, sum of all coverages (including that of the clean slab, no adsorbate) sum

to 1.

∂θi
∂t

= fi (θ1, θ2 . . . θi . . . θn) (2.47)

We assume steady state, i.e. the coverage of a species does not change with

time.

0 = fi (θ1, θ2 . . . θi . . . θn) (2.48)

The coverages are obtained by solving Equation 2.48 with a multi-dimensional

Newton root algorithm,

J(θ) · δx = −f(θ) (2.49)

where J is the Jacobian matrix of f(θ).



Chapter 3

Theory and methods

In Chapter 2 we described the role of the chemisorption energy, both to under-

stand the nature of bonding between transition metals and adsorbates as well

as its role in determining the activity of a catalyst. In this section, we briefly

describe how these chemisorption energies are obtained through ab-initio meth-

ods. We will primarily use Density Functional Theory (DFT) to determine these

chemisorption energies.

We begin by briefly describing the electronic structure problem, followed by

a brief description of DFT. We focus on how energies and forces, quantities

relevant for this thesis, are determined. We highlight some practical methods

and provide a brief outline of the different simulation techniques that rely on

outputs of DFT calculations.

3.1 The electronic structure problem

The time independent electronic structure problem is written as an eigenvalue

problem through the Schrödinger equation,

ĤΨ = EΨ (3.1)

where Ĥ is the Hamiltonian, Ψ is the wave function, and E is the energy. In its

25
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most general form, Ĥ is written as,

Ĥ =

−
∑
i

h̄2

2me
∇2

i︸ ︷︷ ︸
T̂e

+
1

2

∑
i̸=j

e2

|ri − rj|︸ ︷︷ ︸
Ûee

+
∑
ij

Zje
2

|ri −Rj |︸ ︷︷ ︸
V̂en

+

+

−
∑
i

h̄2

2Mi
∇2

i︸ ︷︷ ︸
T̂n

+
∑
i ̸=j

ZiZje
2

|Ri −Rj |︸ ︷︷ ︸
V̂nn

 (3.2)

where the lower case variables, r, denotes the position vector of the electron and

the upper case, R, denotes that of the nuclei. T̂e and T̂n are the kinetic energy

operator for the electron and nuclei respectively. Ûee is the Coulomb operator

for electrons, while electron-nuclei and nuclei-nuclei interactions are captured

via V̂en and V̂nn respectively.

A common approach to solving Equation 3.1 is to employ the Born - Op-

penheimer approximation [21]. Within this framework, it is assumed that the

motion of the nuclei is slow in comparison to that of the electron. Instead of Ĥ

in Equation 3.2, the Schrödinger equation is solved with Ĥe,

Ĥe = T̂e + Ûee + V̂en (3.3)

Even after employing this approximation, it is still very expensive to solve

the Schrödinger equation for any system with more than a few electrons.

3.2 Density functional theory

One of the most significant advancements in solving the electronic structure

problem was the development of DFT through the work of Hohenberg, Kohn

and Sham [22, 23]. In contrast to wave function based approaches relying on

Equation 3.2, where the positions are the central quantity, DFT uses the electron
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density n(r) as the central variable. This simplification effectively converts a

problem with 3N degrees of freedom to one of just 3 (as in n(r)). In this section,

we briefly describe the Hohenberg-Kohn theorems [22], which allow for the use

of the ground state electron density. We then present an outline of the Kohn-

Sham framework, which is used to compute the ground state density and energy

in practice.

3.2.1 Hohenberg-Kohn theorems

Theorem. External potential uniquely determines the ground state density

For a ground state of |Ψ⟩ with an electron density of n(r), the Hamiltonian is,

Ĥ = T̂e + Ûee + V̂ext (3.4)

where the external potential, V̂ext is written as, V̂ext = vion(r). Hohenberg and

Kohn [22] proved that the system is uniquely determined by vion(r), that is, the

external potential is given by the ground state electron density.

Theorem. The total energy can be considered as a functional of the density

It follows from Equation 3.4 that the ground state energy functional for the

ground state electron density, E[n] is given by,

E[n] = ⟨Ψ[n]| T̂e + Ûee + V̂ext |Ψ[n]⟩ (3.5)

E[n] = ⟨Ψ[n]| T̂e + Ûee |Ψ[n]⟩+ ⟨Ψ[n]| V̂ext |Ψ[n]⟩ (3.6)

E[n] = F [n] +

∫
vion(r)n(r)dr (3.7)

where F [n] is the “universal” electronic density functional, consisting of the

kinetic energy and Coulomb terms.
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3.2.2 Kohn-Sham framework

To obtain the ground state electron density, and hence the ground state energy,

Kohn and Sham [23] considered a reference, non-interacting system with an

external potential, vr but with the same ground state density (n) as the real

system. The Hamiltonian Ĥr, for such a system is,

ĤR = − h̄2

2m
∇2 + vr(r) = T̂s + vr(r) (3.8)

where T̂s is the kinetic energy operator for the non-interacting system. The task

is to find vr(r) such that the eigenvalue problem,

ĤRϕi(r) = ϵiϕi(r) (3.9)

yields the actual ground state electron density, n(r) through

N∑
i=1

|ϕi(r)|2 = n(r) (3.10)

To relate this reference system to the real system with the same n, the

Hohnberg-Kohn energy functional from Equation 3.7 is rewritten as,

E[n] = T̂ [n] + Ûee[n] +

∫
vion(r)n(r)dr (3.11)

T̂ is split into its non-interacting system contribution, T̂s and the extra corre-

lation contributions are put into an addition energy term called Exc. Similarly,

Ûee is split into a Hartree term and all exchange and correlation contributions

are stored in Exc.

E[n] = − h̄2

2m

N∑
i=1

⟨ϕi|∇2 |ϕi⟩

+
1

2

∫ ∫
n(r)n(r′)

|r − r′|
drdr′ +

∫
vion(r)n(r)dr + Exc[n] (3.12)
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and E[n] is similarly written for the reference system,

E[n] = Ts[n] +

∫
vr(r)n(r)dr (3.13)

The real and reference system are related through the variational principle,

which is accounted for by taking functional derivative of n, i.e. δ/δn

δ

δn

[
E[n]− µ

(∫
n(r)dr −N

)]
= 0 (3.14)

where N is the total number of electrons and µ is the Lagrange multiplier. The

derivative for the real system is,

δTs[n]

δn
+

∫
n(r′)

|r − r′|
dr′ + vion(r) +

δExc
δn

= µ (3.15)

which is rewritten as,

δTs[n]

δn
+ vHartree(r) + vion(r) + vxc(r) = µ (3.16)

And for the reference system,

δTs[n]

δn
+ vr(r) = µ (3.17)

Combining Equations 3.16 and 3.17 (and hence incorporating the variational

nature of the problem),

vr(r) = vHartree(r) + vion(r) + vxc(r) (3.18)

The Kohn-Sham equations are typically solved self-consistently in the fol-

lowing four steps.

1. Choose n(r) as an initial guess

2. Generate vr(r) = vHartree(r) + vion(r) + vxc(r)

3. Solve the eigenvalue problem to get the Kohn-Sham eigenstates, ϕi(r) and

eigenvalues ϵi from Equation 3.9
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4. Solve for n(r) from Equation 3.10 and return to Step 2.

In general, the Kohn-Sham eigenvalues do not correspond to those of the real

system. However, they can be used to look at trends as we shall do in Chapter

5. The Kohn-Sham approach is exact in principle. In practice, the exchange-

correlation functional is not known. Therefore, an assumption needs to be made

to approximate this functional to determine the ground-state energy.

3.2.3 Exchange-correlation energy

In this section we review the common assumptions used to determine the exchange-

correlation energy in practice. It is clear from Equation 3.16 that the functional

derivative of the exchange-correlation energy functional at the ground state

electron density is needed to solve Kohn-Sham equations in practice. There are

different possibilities to construct this energy functional, here we discuss a small

selection that are pertinent to this thesis.

Local density approximation

The local density approximation (LDA) is the simplest of exchange-correlation

functionals and is given by,

Exc[n] =

∫
ϵxc[n]n(r)dr (3.19)

The exchange energy is computed directly from the homogeneous electron

gas (constant n) while the correlation term is fit to Quantum Monte Carlo

simulation results.

Generalised gradient approximation

In heterogeneous systems an improvement is seen by incorporating not just the

value of n at r, but also its derivative, ∇n(r). This approach is called the
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generalised gradient approximation (GGA).

Exc[n] =

∫
ϵxc[n,∇n]n(r)dr (3.20)

Most chapters in this thesis will use either the PBE [24] functional or revised

versions of the PBE functional, such as the RPBE functional [25], all of which

fall under the banner of the GGA.

Hybrid functionals

Both LDA and GGA functionals suffer from self-interaction errors. These errors

arise from the fact that the electron feels a slight repulsion from itself because

of the lack of error cancellation between the self (i = j) Hartree term and the

exchange term constructed separately for each type of functional. One approach

to circumvent this issue is to incorporate some amount of exchange from the

single particle orbitals through,

Eϕ
x = −1

2

∑
jk

∫ ∫
ϕ⋆j (r

′)ϕ⋆k(r)ϕj(r)ϕk(r)

|r− r′|
(3.21)

Typically only a fraction this exchange energy is incorporated, i.e. it is mixed

with the exchange energy coming from an LDA or GGA functional. For example,

when it is coupled to a GGA functional with a given fraction α,

Ehyb
xc = αEϕ

x + (1− α)EGGA
x + EGGA

c (3.22)

We use the hybrid functional HSE06 in Chapter 4 to calculate chemisorption

energies for systems where self-interaction errors are large with GGA function-

als.

3.2.4 Atom-centred forces

Another quantity that is important to understand electronic structure of ma-

terials is the force on an atom. Within the framework of DFT, the forces are
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obtained directly from Equation 3.8. This transformation is possible through

the Hellmann-Feynman [26] theorem, which states that

dEλ

dλ
= ⟨ϕλ| dHλ/dλ |ϕλ⟩ (3.23)

If λ is one of the coordinates (x, y, z) of one of the nuclei, then the atom-

centered force, F is nothing but the negative of the left hand side (lhs) of

Equation 3.23. Substituting Equation 3.8 into Equation 3.23 gives,

Fλ = −
∫
drϕϕ⋆

dvr
dλ

= −
∫
n(r)

dvr(r)

dλ
dr−

∑
i

∂Ei−i

dλ
(3.24)

where the first term denotes the contribution of the electrons and the second

contribution is that of the ions (which is treated classically). Determining the

forces directly from the ground state electron density and potential allows for

the algorithmic relaxation of a given structure. Starting from an initial guess

of nuclei positions and electron density, a structure can be relaxed to a state

where F = 0.

3.3 Nudged elastic band method

It is often desired to have more than just the ground state energy and density

from DFT calculations. One such quantity is the transition state between two

ground states. Typical examples include reactions, adsorption or diffusion of

species on a surface. In this thesis, we use the nudged elastic band (NEB)

method to determine these transition states and the minimum energy path

joining them. We briefly describe the method in this section.

A so-called elastic band is constructed with N + 1 images, with positions

R0, R1, . . . , RN . The total force, as determined from Equation 3.24, is projected

onto two components, one acting along the local tangent, Fi,∥ and another

perpendicular to this tangent, Fi,∥,

Fi = Fi,∥ + Fi,⊥ (3.25)
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where the index i is for each image. Fi,∥ is replaced by a spring-force between

each image acting along the tangent as,

Fs
i,∥ = k (|Ri+1 −Ri| − |Ri −Ri−1|) (3.26)

while the force in the perpendicular direction is left free and determined by,

Fi,⊥ = Fi − Fi,∥ = Fi − Fi · τ̂i (3.27)

In some chapters of this thesis, the climbing-image nudged elastic band (ci-

NEB) [27] is used. In this method, the image with the highest energy feels

no force of the springs. Instead, the component of the force along the band is

inverted which forces the image to reach the saddle point.

3.4 ab-initio molecular dynamics

ab-initio molecular dynamics (AIMD) calculations in this thesis are performed

via the Born-Oppenheimer molecular dynamics simulation method. The evolu-

tion of the nuclei with time is governed by the classical (Newtonian) equations

of motion,

mI r̈ = FI (3.28)

where I denotes the index of the nuclei and the dots denote the derivative with

respect to time. Equation 3.28 is integrated via the Verlet integration scheme

to obtain the positions of the nuclei after a certain (chosen) time step.

Most systems in heterogeneous catalysis are studied under constant tem-

perature conditions. Thus, it is beneficial to simulate a canonical ensemble at

a given temperature, T by using a thermostat in AIMD calculations. In this

thesis, we will primarily employ the Nosé-Hoover thermostat [28]. Briefly, the

equations of motion are generated based on a Hamiltonian of “virtual” variables
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containing an additional degree of freedom s,

HNH =
∑
i

p2i
2ms2

+ E(r) +
p2s
2Q

+ gkBT ln s (3.29)

where pi is the momentum, ps is the momentum of s, Q is the equivalent of

the mass for ps, g is a constant = 3N where N is the number of particles and

E(r) is the potential energy.



Chapter 4

Benchmark of DFT

adsorption energies with

temperature programmed

desorption (TPD)

In this chapter, we discuss our method to extract chemisorption energies (inter-

changeably referred to as adsorption energies) from temperature programmed

desorption (TPD) experiments. Much of the contents of this chapter is presented

in the manuscript titled How to extract adsorption energies, adsorbate-adsorbate

interaction parameters and saturation coverages from temperature programmed

desorption experiments [29] (Paper enclosed in Section 10.1). We also present

two other applications, illustrated for benchmarking water adsorption on gold

surfaces, which is a part of Interaction of CO with Gold in an Electrochemical

Environment [30] (enclosed in Section 10.2) and CO adsorption on metal-doped

graphene catalysts, which is a part of Dipole-Field Interactions Determine the

CO2 Reduction Activity of 2D Fe-N-C Single-Atom Catalysts (enclosed in Sec-

35



36 Chapter 4. Benchmark adsorption energies

tion 10.3).

4.1 Introduction

As discussed in Chapter 2, adsorption energies are crucial to understanding

chemical reactions on surfaces. However, experiments are not available for all

systems of interest and determining them accurately from DFT calculations can

be challenging for some adsorbate-metal combinations [31, 32]. Given that a

majority of high-throughput studies rely on DFT computations [33], it is impor-

tant that computed adsorption energies are benchmarked against experimental

estimates for systems where both sets of data are available. This benchmark

allows us to investigate if the chosen computational setup is able to accurately

predict chemisorption energies, and hence catalytic activity.

Including TPD, there are predominantly three experimental methods to de-

termine adsorption energies, namely single crystal calorimetry (SCAC) and equi-

librium adsorption isotherms (EAI). However, between these two techniques,

there is little data available for adsorption energies on noble metal surfaces such

as gold. There is also comparatively less data on stepped facets as compared to

terraces [34, 35]. It is precisely these attributes, namely stepped surfaces and no-

ble metals, that are active for reactions such as CO2R [36, 37]. Meanwhile, TPD

experiments are more commonly available for these systems [38, 39, 40, 41, 42].

While they might be available for several intermediates and surfaces, they re-

quire fitting techniques and interpretation of the underlying kinetics to extract

the adsorption energies from the experiment [43].

In the following section, we introduce the main features of the TPD experi-

mental technique and discuss the governing expressions required to model it. We

present our method to extract not just adsorption energies, but also adsorbate-

adsorbate interaction parameters and adsorbate saturation coverages directly

from fits to TPD spectra. In contrast to other methods [44, 45], our approach ex-

plicitly accounts for a temperature dependent pre-factor and a coverage depen-

dent desorption energy term. The coverage dependence in the adsorption free
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energy arises from both configurational entropy and linear adsorbate-adsorbate

interactions. These effects are relevant at low and high coverages, respectively,

and accounting for them allows us to fit the entire TPD peak, even in cases

where it overlaps with other peaks. We illustrate the use of this method for

reported TPD data for CO adsorbed on Au(211) and Au(310) stepped single

crystal facets. We compare the adsorption energies and equilibrium coverages

against five density functionals and find that RPBE-D3 and PBE are the closest

to the TPD value, PBE-D3 overestimates the binding strength, while BEEF-

vdW and RPBE slightly underestimates it.

4.2 Background on TPD

Figure 4.1: Schematic of the TPD experiment; a molecule is dosed onto a given

surface at low temperatures (say 80 K). Increasing the temperature causes the

adsorbate to desorb (at say 220K). The rate of CO desorption is measured.

In this section we briefly describe the TPD experiment. Figure 4.1 shows a

schematic of a typical TPD experiment. A molecule, such as CO, is fed into the

system, allowing it to adsorb onto the surface. This step is typically done at
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very low temperatures, in order to allow for a large coverage of species to form

on the surface. We denote this low temperature coverage as θsat.

The experiment is carried out in vacuum. The temperature is slowly ramped

up as a rate β (units of temperature per time, dT/dt) while constantly measuring

the amount of desorbed CO at every temperature. This measured quantity

is proportional to the change in coverage with temperature, dθ/dT , which is

easily converted to a rate of change with time, dθ/dt by multiplying dθ/dT with

β. Assuming that the reaction is first order (i.e. it depends on only θ of the

adsorbate),

rate = dθ

dt
= v (T ) exp

(
−Gd(θ, T )

kBT

)
θ(T ) (4.1)

where v(T ) is an empirical temperature dependent pre-factor, Gd is the desorp-

tion free energy, kB is the Boltzmann constant. The objective is to extract the

adsorption energy and interaction parameter between adsorbates from the right

hand side of Equation 4.1 based on the knowledge of the rate (left hand side)

as a function of T (independent variable).

The most commonly used methodology to extract the adsorption energy uses

the Redhead equation in its linearised form [46, 47],

Gd = kBTp ln

(
vTp
β
− 3.64

)
(4.2)

to relate the free energy of desorption to the peak temperature of the TPD, Tp.

The two assumptions in the Redhead analysis are that the adsorption energy

is independent of coverage and v is independent of temperature [44]. Another

method, known as the Complete Analysis, linearizes Equation 4.1 by plotting

ln(rate) vs 1/T [44, 47]. Similar to the Redhead analysis, coverage dependence

of the adsorption energies is missing from this analysis. More detailed methods

to treat TPD experiments include temperature dependent v as a function of Gd

which is fit to several TPD plots of differing initial dosage [45].
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4.3 Summary of procedure

The sole input required to extract the adsorption energy is the data from the

temperature programmed desorption experiment. Below we provide a step-by-

step guide of the procedure.

1. Remove the background signal (typically due to pumping of CO or ad-

sorption of CO on the walls of the container) by fitting an exponential tail

to each TPD curve [48] as,

dθ(T )

dt
= A exp(−kT ) (4.3)

where A, k are obtained from a least-squares fitting routine. In this work,

we use the Python scipy.optimize.minimize routine [49].

2. Determine the relative coverage (θrel) by integrating the following expres-

sion,

θrel(T ) =

∫ T

Tmin
(dθ/dT ) dT∫ Tmax

Tmin
(dθ/dT ) dT

(4.4)

Numerical integration is carried out by using the numpy [50] trapezoidal

rule integration scheme.

3. Get the free energy of desorption by inverting Equation 4.1 as,

Gd = −kBT log

(
dθ(T )/dt

vθ(T )

)
(4.5)

4. Perform the fit for Gd based on the following expression,

Gd(θ, T ) = ∆Eθ→0 − bθrelθsat − kBT ln

(
θrelθsat

1− θrelθsat

)
(4.6)

where θsat is the saturation coverage from the initial dosage, θrel is the

relative coverage based on setting θsat as the maximum attainable value

and b is the adsorbate-adsorbate interaction parameter.

5. Compare ∆Eθ→0 against the adsorption enthalpy, ∆H(≈ ∆E + ∆ZPE)

from DFT calculations and b from ∆H obtained from a series of DFT

calculations performed in different cell sizes [17, 29].
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4.4 CO adsorption on gold

4.4.1 Illustration of fitting procedure

Figure 4.2: Fitted background of Temperature Programmed Desorption curves

(solid line) for Au(211) and Au(310) based on the TPD curves from Ref [42] for

Au(211) and Ref [39] for Au(310). Reprinted from paper in Section 10.1 [29]

In this section, we apply the procedure described in Section 4.3 to the CO

TPD experiments performed by Ref [42] for Au(211) and Ref [39] for Au(310).

We investigate CO adsorption on these stepped gold surfaces as they are ac-

tive facets for reaction such as CO2R and CO oxidation [37, 51]. The binding

strength of CO is challenging to obtain accurately, particularly for GGA DFT,

due to the incorrect alignment of the 2π∗ state of CO* [31, 32, 52]. This lack of

accuracy in determining the adsorption energies leads to inaccuracies in mech-

anistic modelling of reactions involving CO (or similar reaction intermediates).

As a first step to the procedure, we correct the experimental TPD data by

removing any background signal present during the experiment. Background

signals can come from multiple sources, such as adsorption (and later desorp-



4.4. CO adsorption on gold 41

tion) of CO from the walls of the apparatus. Figure 4.2 shows the extracted

experimental data (points) and the correction for the background signal from

Equation 4.3 (line in Figure 4.2).

Figure 4.3: (a and d) Background corrected rates of CO desorption from TPD

experiments in previous work for Au(211) from Ref [42] and Au(310) Ref [39]

site motifs assigned to each peak are labelled directly in the figure; (b and e)

Gd as a function of the relative TPD coverage under vacuum conditions for the

Au(100) step and Au(110) step; the dashed line indicates the best fit to the

points (c and f) schematic of (211) and (310) surfaces. Reprinted from paper in

Section 10.1 [29]

Figure 4.3(a,d) shows the TPD curves post correction for Au(211) and

Au(310) respectively. The different shades of blue and brown represent the

initial exposure of CO (in Langmuir, L). The peaks at lower temperatures in

Figure 4.3a correspond to (111) terrace sites and higher temperatures to stronger

binding (100) step sites. Similarly, in Figure 4.3d, the low temperature peaks

are (100) terrace sites, and the high temperature peaks are considered to be

(110) step sites.

We perform the next step of the treatment in Section 4.3 to the TPD plots of
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Figure 4.3(a,d). Assuming a first order reaction, we “invert” the rate equation in

Equation 4.1 to express it as a function of the Gd(θ, T ) as in Equation 4.5. The

relative coverage is determined from Equation 4.4 as a function of temperature.

Note that the coverage is relative and not absolute because we do not know

the low temperature saturation coverage, θsat. Figure 4.3(b,e) shows the two

extracted parameters, Gd and θrel plotted against each other for Au(211) and

Au(310) surfaces.

The variation of Gd with θrel allows us to split Gd into its constituent com-

ponents. At mid-to-large θrel, Gd decreases linearly. This decrease in Gd is due

to the interaction of the adsorbate with other adsorbates on the surface. In this

analysis, we assume that there is only one species on the surface (i.e. only CO* is

present). Given the linearity of Gd, we choose to model this adsorbate-adsorbate

interaction energy as,

∆Gads−ads = bθrelθsat = bθ (4.7)

where b is assumed to be a constant. This (repulsive) term dominates the vari-

ation of Gd when θ is large. While we have chosen a comparatively simple

functional form for the adsorbate-adsorbate interactions, more complex func-

tions can be used used in the subsequent fitting procedure by simply altering

∆Gads−ads.

At very low θrel (< 0.1) it appears that the Gd increases sharply. The

cause of this increase is the configurational entropy, which diverges at very

small or very large coverages (see Chapter 2 for a more detailed discussion of

the configurational entropy). We model the differential configurational entropy

based on the expression in Subsection 2.3.2 and plotted in Figure 2.5,

∆Sconf = −kB ln

(
θ

1− θ

)
To simplify our analysis, we assume that Gd is expressed exclusively as the

sum of the repulsive adsorbate-adsorbate interaction term and the configura-
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tional entropy term as,

Gd = ∆Eθ→0 − T∆Sconf +∆Gads−ads (4.8)

where ∆Eθ→0 is the sum of the internal energy at the dilute coverage limit

(θ → 0) and ∆ZPE is the difference in zero-point energy between the adsorbed

and gas-phase states of CO. Written out explicitly, we obtain Equation 4.6. By

considering only these three terms contribute to Gd, we have implicitly assumed

the following,

1. The internal energy of the transition state for CO desorption is well ap-

proximated by that of CO(g). That is, the internal energies of the transi-

tion state is the sum of the gas-phase CO species and that of the surface,

ECOTS ≈ ECO(g) + E∗

2. The entropic contributions of CO is similar to that of CO* and both can

be described harmonically.

SCOTS ≈ SCO∗

Figure 4.4 shows the different components of Equation 4.6 based on TPD

data of Figure 4.3. Within error bounds from the least-squares error fitting

procedure, ∆Eθ→0, shown in Figure 4.4a, does not vary with initial exposure.

This result is consistent with the assumption that the internal energy obtained

by splitting the contributions of Gd is independent of the coverage. As expected,

the configurational entropy is significant only at very low coverages, while the

adsorbate-adsorbate interactions are large at high coverages (Figure 4.4b).

4.4.2 Equilibrium coverages from TPD

Having extracted Gd from the TPD experiment, we now convert it to the equilib-

rium coverage, θ. To do so, we express the free energy of adsorption, ∆G(θ, T )
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Figure 4.4: Desorption energy corresponding to dilute coverages, ∆Eθ→0 of CO

for (100) step and (110) step as a function of the initial exposure in Langmuir

in the TPD experiment. Error bars show errors from the fit determined as

the mean error of the residual; (b) contributions of the configurational entropy

(solid lines) and CO-CO adsorbate-adsorbate interaction (dashed-lines) to the

total desorption energy Gd based on the fitting equation described in Equation

4.6. Reprinted from paper in Section 10.1 [29]

as,

∆G(θ, T ) = −Gd(θ, T )− T
(
Sharm
CO∗ − Sideal

CO(g)

)
− kBT ln (pCO) (4.9)

where pCO is the pressure of CO referenced to 1 bar, Sharm
CO∗ is the entropy of CO*

(under the harmonic approximation) and Sideal
CO(g) is the entropy of the gas-phase

CO molecule (under the ideal-gase approximation).

Note that the θ and T dependence is implicit in Equation 4.9 and so the

equation has to be solved numerically. To highlight this θ dependence, we

separate Equation 4.9 into the free energy at standard conditions, ∆Gθ= 1
2
under

conditions of θ = 1/2 ML (monolayer), pCO = 1 bar and T = 298.15 K

∆Gθ= 1
2
= −∆Eθ= 1

2
+
b

2
− T

(
Sharm
CO∗ − Sideal

CO(g)

)
(4.10)
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Figure 4.5: Equilibrium coverage of CO as a function of the temperature at 1 bar

CO(g) pressure for both surface facets (211) and (310) for all considered initial

exposures. The dashed black line shows the equilibrium coverage at 298.15 K.

Reprinted from paper in Section 10.1 [29]

substituting Equation 4.10 into Equation 4.9 and rearranging gives,

∆GCO∗ = ∆Gθ= 1
2
+ b

(
θ − 1

2

)
+ kBT ln

(
θ

1− θ

)
− kBT ln (pCO) (4.11)

where we set the right hand side of Equation 4.11 to 0 as the equilibrium coverage

would be at ∆G(θ, T ) = 0,

θ(T, pCO) =
K(θ, T )pCO

1 +K(θ, T )pCO
= exp

(
−
∆Gθ= 1

2
+ b

(
θ − 1

2

)
kBT

)
(4.12)

Figure 4.5 shows the equilibrium coverage of CO, θ which is the result of

the numerical solution of Equation 4.12 at 1 bar CO(g). Given that 1 ML
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corresponds to complete coverage of sites, all exposures on both (100) step and

(110) step sites show approximately a coverage of between 0.4 to 0.9 ML present

on both (211) and (110) surfaces at a temperature of 300 K and pressure of 1

bar CO(g).

4.4.3 Benchmark of exchange correlation functionals

Figure 4.6: DFT calculated adsorption energies as a function of the step coverage

on (a) 211 (b) 310 (c) differential free energies for CO adsorption; all points at

the different coverages are for the most stable adsorption site; in (a and b) the

colored bands indicate ∆Eθ→0 obtained from the TPD analysis for each facet,

and the purple dashed line the value from Redhead analysis. Reprinted from

paper in Section 10.1 [29]

In this section, we compare the adsorption energies and equilibrium cov-

erages obtained through the TPD curves against DFT computed enthalpies.

Three different exchange-correlation functionals are chosen based on their com-

mon usage in studies in the field of heterogeneous catalysis, namely PBE [24],

RPBE [25] and BEEF-vdW [53]. We also compute the adsorption energies along

with an empirical dispersion correction from Ref [54] for the PBE and RPBE

functional.

Figure 4.6(a,b) shows the computed enthalpy (denoted as ∆E +∆ZPE) for

the two stepped facets. For comparison, we indicate ∆Eθ→0 as a blue and

brown band for the (211) and (310) facet respectively. RPBE-D3 and PBE
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are the closest to the TPD estimates in the low coverage region. RPBE and

BEEF-vdW, underestimate binding of CO while PBE-D3 overestimates it.

We also compare the equilibrium coverage from the computations against

those obtained from the TPD experiment (in Figure 4.5). To do so, we compute

the differential adsorption free energy, ∆Gdiff , defined as,

∆Gdiff =
Gm −Gn − (m− n)GCO(g)

m− n
(4.13)

where Gx is the free energy corresponding to a system with x adsorbed CO* and

GCO(g) is the free energy of gas-phase CO(g). The DFT predicted free energy

would then be the coverage at which

∆Gdiff = 0 (4.14)

Figure 4.6 shows ∆G for the different functionals for Au(211) and Au(310).

For RPBE-D3 and PBE functionals, the equilibrium coverage is close to 0.5 ML,

determined as the coverage where the lines (dashed for 310 and solid for 211)

meet the ∆Gdiff = 0 line. This computed equilibrium coverage is close to the

lower bound of the TPD extracted value (≈ 0.4 ML).

In summary, we extract the adsorption energies and equilibrium coverages

at standard conditions from TPD experiments. We do so by interpreting the

underlying kinetics and fitting the experimental free energy to a model including

repulsive adsorbate-adsorbate interactions and the configurational entropy. We

compare the dilute coverage adsorption enthalpy estimated from TPD against

the same quantity from DFT calculations with different exchange-correlation

functionals. We hope that this approach provides a simple method to benchmark

adsorption energies from DFT calculations for systems where only TPD data is

available.
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4.5 Water adsorption on gold

In the previous section, we described how to compare computed energies against

TPD derived energies for first order reaction processes. In this section, we

compare the computed water adsorption energies against TPD extracted values.

Unlike CO adsorption, water adsorption is a zeroth order process, with a rate

expression,

rate = v(T ) exp

(
− Gd

kBT

)
(4.15)

which is used to extract a value for Gd if v(T ) = kBT/h and Equation 4.15 is

linearised (by applying ln on both sides of the equation) [44]. Figure 4.7a shows

the zeroth order TPD plots for water adsorption on Au(310) from Ref [40]. As

a computational analogue, we use a single layer of water on an Au(310) surface

(schematic shown in Figure 4.7b-f). We compute the average adsorption energy,

∆ ⟨E⟩ as,

∆ ⟨E⟩ = En − E∗ − nEH2O

n
(4.16)

where n is the number of water molecules considered in the calculation. At

coverages greater than 0.5 ML, ∆ ⟨E⟩ saturates at a constant value of ≈ −0.4

eV. This value is compared against the TPD adsorption energy, which is −0.49

eV for the low temperature peak (present for low exposures in green) and −0.57

eV for the high temperature peaks (present for both high and low exposures, red

and green). In either case, the computed adsorption energy is underestimated

by at least 0.1 eV.

An interesting feature of Figure 4.7g is that the (average) adsorption energy

decreases with coverage. In contrast, the adsorption energy of CO (in Figure

4.6) increases with coverage. These contrasting coverage dependencies suggest

that water is stabilised with increasing coverage, while CO is destabilised.



4.5. Water adsorption on gold 49

Figure 4.7: a) Water adsorption TPD experiments reproduced from Ref [40],

where red points denote exposure greater than 1 L and green points have expo-

sures lower than 1 L; (b-f) schematic illustrates the number of water molecules

used for each coverage. (g) Average adsorption energy of H2O on Au(310)

computed using ab initio molecular dynamics simulations; experimentally de-

termined values of the adsorption energy from Ref [40] are indicated by the red

and green dashed lines corresponding to high exposure (second peak) and low

exposure (first peak). Reprinted from paper in Section 10.2 [29]
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4.6 CO adsorption on metal-doped graphene

Figure 4.8: Comparison of adsorption energies of CO on iron-doped vacancies as

proposed in ref 20. Calculated with the GGA-RPBE functional (triangles) and

the hybrid HSE06 functional (circles). Experimental estimate from TPD spectra

from Ref [55] is marked by the blue band. The background fill indicates the

coverage of CO predicted by the kinetic model using RPBE energetics. Fe(211)

binding energies are shown with the dashed black line as a reference. Reprinted

from paper in Section 10.3 [56]

In this section, we compare TPD adsorption energies against DFT energies

for metal-doped graphene materials. These materials have attracted attention

in the field of CO2R (commonly referred to as MNC for metal-nitrogen-carbon)

[57, 58, 59]. They have been experimentally shown to give large current densities

(geometric current densities exceed 100 mA cm−2 at −0.4 V vs RHE for Fe-

doped graphene [60]). Given their importance as a CO2R catalyst, it is critical

that the adsorption energies are predicted accurately from computations.

Figure 4.8 shows the adsorption energy of CO on different site motifs of

Fe doped graphene (nitrogen concentration is altered). We consider both spin-

polarized RPBE (triangles) and HSE06 (circles) functionals, which are proto-

types for GGA-DFT and hybrid-DFT, respectively. For most site motifs, we

find that the adsorption energies from HSE06 is different from RPBE. How-
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ever, HSE06 adsorption energies for DV2N, DV3N and DV4N are comparatively

closer to the TPD estimated energies (blue band). We discuss the practical con-

sequences for this disparity in prediction of adsorption energies in Chapter 8.

4.7 Conclusion and outlook

In this chapter, we presented a method to extract adsorption energies, adsorbate-

adsorbate interaction parameters and equilibrium coverages from TPD experi-

ments. We compared adsorption energies and equilibrium coverages with GGA

DFT calculations performed with different exchange correlation functionals. As

basis for comparison, we chose three systems relevant for heterogeneous cata-

lysts, CO adsorption on stepped gold surfaces, water adsorption on Au(310) and

CO adsorption on Fe doped graphene.

4.8 Computational methods

Density functional theory calculations were performed using Vienna Ab-initio

Software Package (VASP) [61]. Core electrons were described using Projector

Augmented Waves (PAW) potentials [62]. Valence electrons were described us-

ing plane-waves with kinetic energy up to 500 eV. Gaussian smearing with a

width of 0.1 eV was used. The functionals used to benchmark CO adsorption

on gold were BEEF-vdW [53], RPBE [25], PBE [24], RPBE-D3 [25, 54], PBE-

D3 [24, 54]. Structures were prepared using the Atomic Simulation Environ-

ment (ASE) [63]. The lattice constant of gold was optimized using a 12x12x12

Monkhorst-Pack [64] k-point mesh grid. Slabs four layers thick were made (211)

and (310) facets were constructed, with the bottom two layers kept fixed. For

the (211) surface, (1x3), (2x3), (3x3), (4x3) and (5,3) cells were used with k-

points (12,4,1), (6,4,1), (4,4,1), (3,4,1) and (3,4,1) respectively. For the (310)

surface (1x4), (2x4), (3x4), (4x4) and (5,4) cells were used with k-points (12,6,1),

(6,6,1), (4,6,1), (3,6,1) and (3,6,1) respectively. All calculations were run using

AiiDA [65], which keeps track of the provenance of each result. Static adsorp-
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tion energies for were calculated on all unique surface sites on each facet. Initial

structures were generated using pymatgen [66]. All geometries were optimized

until forces on all atoms was less than 0.025 eV Å−1. Vibrational frequencies

were computed using a finite difference method as implemented in VASP [61].

For metal-doped graphene systems, the RPBE functional was used for GGA

DFT calculations, while the HSE06 functional was used for hybrid calculations

[67, 68]. Relaxation is not considered when performing calculations with hy-

brid functionals, the structure is kept fixed to that of the relaxed configuration

from an RPBE+U calculation [69]. All calculations were performed with spin-

polarization.

For all ab-initio molecular dynamics (AIMD) calculations, valence electrons

were described using plane-waves with kinetic energy up 400 eV for ab-initio

MD calculations (as opposed to 500 eV used for static calculations). Gaussian

smearing with a width of 0.1 eV was used. The BEEF-vdW [53] functional was

used for all AIMD calculations.
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Scaling relations with the

Newns-Anderson and

d-band model

In Chapter 2, we illustrated the importance of the chemisorption energy

in catalysis. We described how to obtain them in practice, both from DFT

calculations and from TPD experiments in Chapter 4. In this section, we explore

trends in these chemisorption energies along and across rows of the periodic table

for different adsorbates.

5.1 Introduction

Understanding the formation of a bond between a metallic surface and an ad-

sorbate is critical to the field of heterogeneous catalysis [33, 70]. The strength of

this bond is quantified by the chemisorption energy, usually determined either

This chapter is being prepared for submission under the title: Limits to scaling relations

between adsorption energies? Sudarshan Vijay, Karen Chan and Jens K Nørskov (2022).
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through surface science experiments or DFT calculations.

The chemisorption energy determines if a chosen (metallic) surface is an

active catalyst for a given reaction [71]. If an adsorbate present in a chosen

reaction network binds too strongly, it will poison the surface, preventing suc-

cessive reaction steps from taking place. Conversely, if its binding strength is

too weak, there would not be enough of it present on the surface for the sub-

sequent reaction to occur. This idea, known as the Sabatier principle, suggests

that the most active catalyst for a reaction has an optimum binding strength

(and hence optimum chemisorption energy), neither too strong, nor too weak.

The Sabatier principle has been realised in practice for a variety of reactions

in heterogeneous catalysis through so-called volcano relationships. Within this

model, the chemisorption energies (and, if available, activation energies) of all

reaction intermediates are linearly mapped onto the chemisorption energies of a

smaller selection of adsorbates [34, 72, 73]. These chosen adsorbates are denoted

as descriptors for the reaction. This mapping greatly simplifies the study of re-

action networks. Instead of the cumbersome task of computing chemisorption

energies for several intermediates on many surfaces, one computes the energies

on a handful of transition metals and establishes linear “scaling-relations” for

that reaction. This simplification has facilitated several high-throughput com-

putational studies [33] to search for new catalysts, as only the chemisorption

energies of the descriptors (usually one or two in number) needs to be deter-

mined to gauge the activity towards a given reaction.

The simplicity of this approach is predicated on linear scaling relations be-

tween the chemisorption energies of the adsorbates involved in the reaction

network. Such a linear relationship is observed when two adsorbates bind to

the metal through the same atom such as ∗C, ∗CH, ∗CH2 and ∗CH3[74], where

∗ denotes the surface. However, it is not observed when the binding atom is

different, such as in the case of ∗C and ∗O [34].

The lack of scaling between carbon and oxygen implies that reactions involv-

ing both of these species need at least two descriptors in order to fully describe

their reaction network. Practically, this need for two descriptors leads to the
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conclusion that materials that are too strong binding for one reaction might not

be so for another. Consider platinum, which is considered too strong binding

for carbon based reactions such as electrochemical reduction of CO2 [75]. Mean-

while, the same material is considered slightly weak binding for oxygen based

reactions such as the oxygen reduction reaction [76]. Thus, it is essential that

we understand the limits of linear scaling, while having an a priori estimate on

whether two adsorbates will or will not scale with each other.

In this work, we develop a model for chemisorption of small molecule ad-

sorbates on transition metal surfaces. Our model combines a modified form of

the Newns-Anderson hybridisation energy accounting for both sp and d metal-

adsorbate interactions with an effective expression for the orthogonalisation

energy. We apply our model to investigate scaling relations (or lack thereof)

between atomic carbon and oxygen adsorbed on late transition metal surfaces.

Our model shows that the root cause of the deviation away from scaling lies in

the differences in the re-normalised single particle reference energies of the lower

lying O−p states as compared to the higher lying C−p states. We quantify the

effect that this difference has on the chemisorption energy through the maximum

d-band centre at which the d-band contributes net-zero to the Newns-Anderson

hybridisation energy. Through this analysis, we identify the exact conditions

under which carbon and oxygen do scale with each other; linear scaling is es-

tablished by using late transition metals of the same row in the scaling line,

without the noble metals.

5.2 Model development

There are primarily two effects that alter the electronic states of an atom when

it is adsorbed on a surface as compared to when it is in vacuum. First, the states

of the adsorbate upon chemisorption need to be orthogonal to that of the metal

atom. This requirement is known as Pauli repulsion and is an energetic cost

to chemical bonding. Second, the adsorbate states are shifted down in energy

and broadened into resonances when interacting with the sp-states of the metal
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surface. There is an additional interaction with the d-electrons of the metal, if

it contains any. The hybridisation energy resulting from the sp and d-electrons

of the metal is a net energy gain. Thus, chemical bonding on metallic surfaces

is a competition between the net positive contributions of Pauli repulsion and

the net negative contributions due to hybridisation.

Echem = Ed-hyb + Esp-hyb︸ ︷︷ ︸
Hybridisation

+ Eortho︸ ︷︷ ︸
Orthogonalisation

+ . . . (5.1)

Other factors that influence the chemisorption energy include electrostatic

interactions, coverage of other species on the surface, etc. We explore these fac-

tors through DFT calculations separately in latter sections of this thesis. In this

section we discuss a model that captures the hybridisation and orthogonalisation

contributions.

5.2.1 Hybridisation with sp and d states of the metal

We begin by treating the hybridisation energy coming from the interaction of

the adsorbate with the d and sp states of the metal. We use the Newns-Anderson

model of chemisorption with a modified coupling parameter, ∆, to treat both

of these contributions simultaneously. We write ∆ as the sum of terms coming

from the d-states, ∆d and the sp-states, ∆0.

∆ = ∆d +∆0 (5.2)

where ∆d is treated in a similar fashion to that used in the work of Newns in

semi-elliptical form,

∆d(ϵ) = πV 2
akρd =

πV 2
ak

πwd/2

[
1−

(
ϵ− ϵd
wd

)2
]1/2

(5.3)

where the πwd/2 normalisation comes from the fact that we set
∫
ρddϵ = 1,

i.e. the integral of the semi-elliptical d-density of states is set to 1. As a result,∫
∆ddϵ = πV 2

ak, i.e. the height of the semi-ellipse is dictated only by Vak as
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in Ref [11]. We represent the sp-states of the metal as a constant over a fixed

energy range, i.e. we assume that it has a rectangular density of states.

∆0(ϵ) = b ∀ ϵmin
sp < ϵ < ϵmax

sp (5.4)

The Hilbert transform of the combined metallic density of states function,

∆ is given by,

Λ(ϵ) =
P

π

∫ ∞

−∞

∆d(ϵ
′) + ∆0(ϵ

′)

ϵ− ϵ′
dϵ′ (5.5)

where P denotes the Cauchy principal value.

Scaling all energies by the width of the metal d-band and translating such

that the d-band centre is at 0, ϵr = (ϵ− ϵd) /wd and realizing that the Cauchy

principal value of the function ∆0/(ϵ− ϵ′) is 0,

Λ(ϵr) = 2
V 2
ak

wd
P

∫ 1

−1

(
1− ϵ′2r

)1/2
ϵr − ϵ′r

dϵ′r (5.6)

In line with the normalised eigenvalues of the semi-infinite chain, we set

ϵ′r = − cos θ.

Λ(ϵr) = 2
V 2
ak

wd
P

∫ π

0

sin2 θ

ϵr + cos θ
dθ (5.7)

which can be simplified for the three different regions of energy,

Λ(ϵr) =


2πV 2

ak/wd [ϵr] , |ϵr| < 1

2πV 2
ak/wd

[
ϵr +

(
ϵ2r − 1

)1/2]
, ϵr < 1

2πV 2
ak/wd

[
ϵr −

(
ϵ2r − 1

)1/2]
, ϵr > 1

(5.8)

We now have all the quantities needed to determine the hybridisation energy

from the Newns-Anderson model,

∆Ed-hyb +∆Esp-hyb =
2

π

∫ ϵf=0

−∞
arctan

(
∆+∆0

ϵ− ϵa − Λ

)
dϵ− 2ϵa (5.9)
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where the range of arctan is between 0 to −π. The term ∆Ed-hyb + ∆Esp-hyb

represents the combined hybridisation energy coming from interaction of the

adsorbate with the sp and d states of the metal. Figure 5.1a shows this combined

hybridisation energy plotted for different values of ∆0. With an increase in sp

contribution, the hybridisation energy becomes more negative.

Figure 5.1: a) Total hybridisation energy as a function of the choice of ∆0 for

wd = 2 eV, V 2
ak = 1 eV, ϵa = −5 eV and ϵd = −2 eV b) Representative quantities

from the Newns-Anderson model (∆,Λ, ϵ− ϵa and adsorbate projected density

of states ρaa) when ∆0 = 1 eV.

The adsorbate projected density of states is computed similarly as in the

Newns-Anderson model, just using ∆ from the above discussion,

ρaa = π−1 ∆d +∆0

[ϵ− ϵa − Λ]
2
+ (∆d +∆0)2

(5.10)

Figure 5.1b shows a schematic of ρaa (in green) for some representative val-

ues of ∆0. Note that the localised states on either end of ∆ are broadened

out due to the contribution of the sp-states. This broadening is in contrast

to δ-functions obtained from the Newns-Anderson model (Equation 2.11). A

practically consequence of including ∆0 is that ρaa needs to be integrated nu-

merically throughout the entire ϵ region going from −∞ to 0 in the process of

determining na (see Section 5.5 for implementation details.)
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5.2.2 Orthogonalisation energy

We now turn to determining the expression for the orthogonalisation energy.

To do so, we explore the energies from the simple two-level energy problem

including non-zero overlap between the two states. We then compare them with

the Newns-Anderson energies for the same scenario and isolate extra terms.

These extra terms correspond to the energetic consequence of overlap between

the two states, a contribution missing from the Newns-Anderson model, but

present in the two-level problem. As a consequence, these additional terms

represents the orthogonalisation energy.

Two-level problem

Let the adsorbate state be represented by an energy of ϵa and corresponding

eigenstate ψa and the metal states given by ϵk with the eigenstate ψk. Similar to

Ref [10], we use the framework of linear combination of atomic orbitals (LCAO),

the combined eigenstate is given by ψ = caψa + ckψk.

Further, we write the off-diagonal terms such that ⟨ψa|H |ψk⟩ = Vak =

⟨ψk|H |ψa⟩ = Vka where Vak = Vka is constant coupling element. The overlap

element S is given by ⟨ψa|ψk⟩. The eigenvalue problem is written as,

(H− Sϵ) c = 0 (5.11)

where H is the Hamiltonian written in matrix form,

H =

 ϵa Vak

Vak ϵk

 (5.12)

and the overlap matrix, S is given by,

S =

1 S

S 1

 (5.13)
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For our chosen H, we would need the following determinant to be 0,

∣∣∣∣∣∣ ϵa − ϵ Vak − Sϵ

Vak − Sϵ ϵk − ϵ

∣∣∣∣∣∣ = 0 (5.14)

which upon simplification yields,

ϵ∓ =
ϵa + ϵk − 2VakSak ±

√
(ϵa − ϵk)2 − 4VakS (ϵa + ϵk) + 4V 2

ak + 4S2ϵaϵk

2(1− S2)
(5.15)

where ϵ∓ denotes the energies of the anti-bonding and bonding state. Similar

to previous work, we assume that S << 1 leading to all the terms multiplied by

S in the square root being neglected and 1− S2 ≈ 1 in the denominator.

ϵ∓ =
ϵa + ϵk

2
− VakS ±

1

2

√
(ϵa − ϵk)2 + 4V 2

ak (5.16)

Narrow-band limit of the Newns-Anderson model

The two-level problem can also be represented within the Newns-Anderson

model by using the following narrow-band limit of ∆,

∆ = πV 2
akρd = πV 2

akδ (ϵ− ϵd) (5.17)

that is, the d-states of the metal is just a δ function at ϵ = ϵd. By solving

the Newns-Anderson model with this ∆, we will compare the obtained ener-

gies of the bonding and anti-bonding states with that of the two-level problem

to isolate the contributions of S ̸= 0. These contributions will represent the

orthogonalisation penalty in our model.

For this ∆ function, the Hilbert transform is computed analogous to Equa-

tion 2.7 as,

Λ(ϵ) = πV 2
ak

P

π

∫ ∞

−∞

δ (ϵ− ϵd)
ϵ− ϵ′

dϵ′ (5.18)
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which upon simplification gives the following expression for Λ,

Λ(ϵ) =
V 2
ak

ϵ− ϵd
(5.19)

Finally, we are interested in determining the poles, ϵp at which the term

ϵp − ϵa − Λ(ϵp) = 0. Solving the quadratic roots problem gives the following

expression for the poles, ϵp,

ϵp =
ϵa + ϵd

2
± 1

2

√
(ϵa − ϵd)2 + 4V 2

ak (5.20)

Comparing the expression for ϵ± in Equation 5.16 with ϵp from Equation

5.20 (ϵk ≡ ϵd for a δ function distribution of∆), it is clear that the extra term for

each of the anti-bonding and bonding state is VakS. Thus, the orthogonalisation

energy for a δ function distribution of ∆ would be of the form,

Eδ
ortho = −2VakS (5.21)

Since the model of ∆ for the hybridisation energy is a semi-ellipse while the

orthogonalisation term was derived for a δ function, the coupling term in the

orthogonalisation energy needs to incorporate non-integer occupancy. In our

model, we simply replace S by (na + f)S where na is the occupancy of the

single-particle adsorbate state upon adsorption given by Equation 2.15 and f is

the filling of the metal atom. So, the final expression for the orthogonalisation

energy is,

Eortho = −2 (na + f)VakS (5.22)

5.2.3 Comparison with previous models of chemisorption

The d-band model assumes that trends in adsorption energies are given by the

interaction of the adsorbate state with the d-bands of the metal. As described in

Chapter 2, the Hammer-Nørskov d-band model [16] uses the two-level problem

to describe the chemisorption energy of CO on late transition metal surfaces.
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In this section we highlight the difference between our model and the simple

two-level system to model the interaction between the d-states of the metal and

the adsorbate.

The first and most obvious benefit to this modification is that it allows

us to incorporate the width of the transition metals into the corresponding

hybridisation energies. Another difference between the two models is based on

the acceptable range of energy values that can be studied without a loss of

accuracy. To demonstrate this difference, we truncate Equation 5.16 up to the

first order binomial expansion (1 + x)n ≈ 1 + nx, where x << 1,

ϵ∓ =
ϵa + ϵk

2
− VakS ±

ϵa − ϵk
2

√
1 +

(
2Vak
ϵa − ϵk

)2

(5.23)

which when separated into the respective bonding and anti-bonding states,

ϵ− = ϵa − VakS +
V 2
ak

ϵa − ϵk
(5.24)

ϵ+ = ϵk − VakS −
V 2
ak

ϵa − ϵk
(5.25)

Within the two-level model, the term V 2
ak/ϵa−ϵk is used to describe hybridi-

sation, while VakS is used to describe the orthogonalisation contribution. Note

that the above binomial expansion can be carried out only if |ϵa − ϵk| >> V 2
ak,

i.e. the spacing between the adsorbate and metal states are much larger than

the coupling between them. By using the Newns-Anderson model to describe

the hybridisation component of the chemisorption energies, we effectively relax

this approximation, allowing us to study systems such as C* and O* where the

earlier assumption breaks down.



5.3. Results and discussion 63

Figure 5.2: a) Scatter plot of DFT chemisorption energies of O, ∆EO and C,

∆EC with the colour referring to the value of the d-band centre of the metal; note

that there is no scaling between the adsorbates b) Deviation of the computed Pt

point from that obtained from linear least squares fitting of the data-points in

a. c-e) Same data as in a, split into 3d, 4d and 5d metals; f-h) Scaling of ∆EO

and ∆EC with the upper edge of the d-band, determined through the maximum

of the Hilbert transform of the d-projected density of states of the surface metal

atoms.
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5.3 Results and discussion

5.3.1 Chemisorption energies of carbon and oxygen do not
scale

In this section, we discuss computational results from DFT calculations show-

ing scaling (or lack thereof) between the chemisorption energies of C* and O*

energies. The chemisorption energy for an adsorbate A is defined as

∆EA = EA∗ − E∗ − EA

where A∗ is the atom adsorbed on the surface, ∗ is the free surface and A is the

atom in vacuum. Figure 5.2a shows the chemisorption energies of C* plotted

against that of O*. It is clear that there is significant amount of scatter for it

to be considered linear with R2 = 0.77 for a linear least-squares fit of the data.

This poor correlation of data is in contrast to other scaling relation lines such

as C* vs. CHx* (x = 1, 2, 3) [74], COOH* vs CO* [76] or OOH* vs OH* [18].

Despite the lack of linear scaling, there is broadly an increasing trend for

both C* and O* energies in Figure 5.2a. Metals that bind C* strongly (Fe,

Os) bind O* strongly and those that bind C* weakly (Au, Ag) bind O* weakly.

However, due to the noticeable amount of scatter, this general “rule” does not

always hold. Consider the example of platinum. Figure 5.2b shows the difference

between the computed ∆EO point (in black) and that obtained from a linear

least-squares fitting of all points in Figure 5.2a. The binding strength of O* is

about 0.5 eV weaker than what linear scaling would predict. This weaker than

expected binding manifests in the catalytic activity of Pt, where it is considered

weak binding for oxygen based reactions but has a lot of interesting carbon

chemistry.

The scatter in scaling is markedly reduced when each row of transition metals

are plotted separately as in Figure 5.2(c-e). Mid-row transition metals for each

series show linear behaviour, with the final element of each row (Au, Ag and

Cu) falling off a linear fit. For 3d it appears that Ni falls off as well.
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Similar trends are seen when the energies are plotted against the upper

edge of the d-band centre. As in previous work, the upper-band edge (ϵu)

is determined as the energy (ϵ) value at which the Hilbert transform of the d-

projected density of states reaches a maximum. This tailing-off behaviour of the

energies at higher ϵu values is symptomatic of increased repulsive interactions

that predominate in noble metals. This leveling off would suggest that it is not

just hybridisation between adsorbate and metal atoms that dictate the scaling of

C* and O* on transition metals. We would need to account for the competition

between the hybridisation and repulsive interactions in our description of C*

and O* binding, which we do by applying the model presented in Section 5.2.

5.3.2 Parameterisation of model

In this section we parameterise the model for chemisorption of small molecule

adsorbates on transition metal surfaces developed in Section 5.2. We use the

DFT chemisorption energies presented in Figure 5.2 as input data for this pa-

rameterisation.

By performing this parameterisation, we effectively split the total energy

into contributions coming from hybridisation of the adsorbate with the sp and

d metallic states and the repulsive orthogonalisation accompanying adsorption.

We will then use the relative contributions of these two terms to explain the

lack of scaling of chemisorption energies of C* and O*.

By combining the Newns-Anderson hybridisation energy with an effective

repulsive orthogonalisation energy from the two-state system (Section 5.2), the

total chemisorption energy within our model, Echem, is given by

Echem = Ed-hyb + Esp-hyb︸ ︷︷ ︸
Hybridisation

− 2(na + f)SVak︸ ︷︷ ︸
Orthogonalisation

+constant (5.26)

where the combined sp and d hybridisation term is given by Equation 5.9,

∆Ed-hyb +∆Esp-hyb =
2

π

∫ ϵf=0

−∞
arctan

(
∆+∆0

ϵ− ϵa − Λ

)
dϵ− 2ϵa
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Figure 5.3: a) Projected density of states from the Newns-Anderson model with

∆0 = 0.1 eV, Vak = 2.0 eV and wd = 3 eV; the adsorbate density of states

are shown in red for O (ϵa = −5 eV) and blue for C (ϵa = −1 eV). b-d) DFT

projected density of states for the d-states of different transition metal surfaces

and p-states of O (red) and C (blue).

To visualise the input quantities into the model (such as ∆, ϵa) we plot the

adsorbate projected density of states from both the Newns-Anderson model

and from DFT calculations in Figure 5.3. The adsorbate projected density of

states from the model is given by Equation 5.10 as,

ρaa =
∆d +∆0

[ϵ− ϵa − Λ]
2
+ (∆d +∆0)2

and is shown in red for O* and blue for C* in Figure 5.3a. The semi-elliptical
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∆ (in grey) is shown moving up in energy from ϵd = −4 eV to −1 eV, which is

the typical range of d-band centre values of late transition metals (Fe to Au in

Figure 5.3b-d). The p-projected density of states are shown in Figure 5.3b-d for

both O* (in red) and C* (in blue) along with the d-projected density of states

of the different metal surfaces.

There are several similarities between the DFT density of states and the

Newns-Anderson density of states. First, the d-projected density of states of

the metal resemble a semi-ellipse, which is the shape of ∆ that was used in the

Newns-Anderson model. The p-projected density of states also show localised

states above and below the d-band (red and blue), similar to that of the red

and blue curves of the Newns-Anderson adsorbate projected density of states

in Figure 5.3. Further, the Newns-Anderson density of states show that as the

metallic states move down in energy (for example, Ru → Ag), the anti-bonding

state gradually become occupied. The increased occupancy in the anti-bonding

state eventually causes weakening of the bond between the adsorbate and the

metal.

We now parameterise Equation 5.26 in order to deconstruct the energy into

its constituent contributions. As in Ref [77] and due to its ability to reproduce

the density of states from DFT, we choose the O-p states to have ϵa = −5

eV. Similarly, we choose ϵa = −1 eV for the C-p states. We also note that

the adsorbate projected density of states of both C* and O* are similar to

experimental X-ray photoemission spectra from Ref [78] for Cu and Ni, further

validating the approach of using a single renormalised energy for C* and O*.

As in Ref [16], we assume that the coupling elements are proportional to

the coupling elements from the linear muffin tin orbital (LMTO) framework

(coupling elements referenced as Vsd) [10].

V 2
ak = βV 2

sd (5.27)

where β is a constant for all metals we consider in this work. To simplify the

expression further, we assume that the overlap matrix element is proportional
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to the coupling element,

S = −αVak (5.28)

where α is another constant which is identical for all metals.

Adsorbate α (eV−1) β (eV2) ∆0 (eV)

C* (ϵa = -1 eV) 0.117 1.645 0.1

O* (ϵa = -5 eV) 0.041 2.962 0.1

Table 5.1: Fitting parameters for C* and O* from a least-squares error minimi-

sation routine

The filling, f , of the metal states comes directly in our model from ∆d+∆0,

f =

∫ 0

−∞ (∆d +∆0) dϵ∫∞
−∞ (∆d +∆0) dϵ

, s.t. 0 < f < 1 (5.29)

Finally na is obtained by directly integrating the adsorbate projected density

of states up to the Fermi level (ϵf , set to 0).

na = π−1

∫ ϵf=0

−∞

∆d +∆0

[ϵ− ϵa − Λ]
2
+ (∆d +∆0)2

dϵ, s.t. 0 < na < 1 (5.30)

The only free parameters within the model are α and β, which are constant

for all the metals. We obtain these parameters by fitting Equation 5.26 to the

DFT energies in Figure 5.2. Table 5.1 shows the fitted parameters for each of the

adsorbates and Figure 5.4 shows the fitted chemsorption energies from the model

compared against the DFT energies. Given the simplicity of our parameterised

model, the fit across and along rows of the periodic table is reasonable.

5.3.3 Saturation of energy causes scatter in scaling rela-
tions

In this section, we describe the reason behind the lack of scaling of C* and O*

as seen in the DFT calculations (Figure 5.2) based on the model developed in

the previous section.
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Figure 5.4: Chemisorption energy from the model plotted against the DFT

energies based on the parameters in 5.1. Colours indicate the row of the element

in the periodic table; red for the 3d, yellow for 4d and green for 5d transition

metals.

The hybridisation energy (∆Ed-hyb + ∆Esp-hyb), saturates at negative ϵd
values for O*, but does not saturate for C*. That is, the Newns-Anderson d-

hybridisation energy is 0 for the noble metals (Cu, Ag and Au) and→0 for some

late transition metals as seen in Figure 5.5a, but not for C* in Figure 5.5b.

Saturation of the hybridisation energies implies that the repulsive contribu-

tions are dominant for late transition metals in the case of O*, while not being

as dominant for C*. This lopsided dependence of the repulsive contribution can

be seen through the upward spike in the weak binding energies in Figure 5.5c,

a gradual increase starting at ∆EO ≈ −4.5 eV in O* energies.

Another feature of Figure 5.5c is the scaling between the each row of tran-

sition metals at ∆EO < −4.5 eV. The metals that are below this value are the

late transition metals except for the noble metals. Thus, in the case of C* vs.

O* scaling it would be acceptable to generate linear scaling relationships by

separately fitting each row of transition metals and skipping the noble metals.

We now generalise our findings beyond C* vs O* scaling by proposing a
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Figure 5.5: Hybridisation energy (i.e. without orthogonalisation energy) plotted

for a range of d-band centres for a) O* with ϵa = −5 eV and b) C* with ϵa = −1

eV; there is a saturation in the case of O*, but no saturation for C*. c) Total

chemisorption energy of O* vs. C* from the model, the plot is analogous to the

DFT energies in Figure 5.2. d) ϵs (see text), a measure of the saturation in a-b

for different adsorbates.

descriptor to determine the limit of ϵd value up to which scaling is expected.

To do so, we estimate the ϵd at which the curves in Figure 5.5(a,b) saturate.

The curves would saturate only when ∆Ed-hyb → 0 and the entire contribution

to the energy comes from ∆Esp-hyb. We denote the ϵd from which saturation is

expected as ϵs and it can be found by using the following rule,

ϵs = argmin(ϵd) for Ehyb −∆0 = 0 (5.31)
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that is, the ϵd at which the entire hybridisation energy contribution comes from

interaction of the adsorbate with the sp-states and the net contribution with the

d-states is 0. Figure 5.5 shows ϵs for a range of renormalised energy levels. For

−5 eV < ϵa < −3.5 eV, different rows of the transition metals have different ϵs
values, implying that each row must be fit separately (just as in Figure 5.2b-d).

The 3d row appears to saturate at less negative ϵd values, thus explaining the

curvature of points in Figure 5.2b.

We note that in practice there could be several reasons for lack of scaling

between two adsorbates. Relaxation of the surface and site dependence of the

adsorbate might cause scatter on simple transition metal surfaces. Complex

materials such as metal oxides, alloys and doped materials might also cause

scatter by having vastly different coupling elements from what is considered in

this work. Electrostatics and coverage based effects can also cause deviations

in scaling. However, the adsorbates and surfaces we describe in this chapter are

transition metals with the simplest of mono-atomic adsorbates, with chemisorp-

tion energies in the dilute coverage limit. The fact that these simple systems do

not scale in an obvious manner shows the complexity associated with surface

chemical bond formation. Thus, care must be taken while fitting linear scaling

relations for transition metals for more complex reactions and intermediates.

5.4 Conclusion

In this work, we developed a model to understand why the chemisorption en-

ergies of C* and O* do not scale in the conventional sense of linear-scaling

relations. Our model combines a modified version of the Newns-Anderson hy-

bridisation energy, including interaction with both sp and d states of the metal

along with the an effective terms for the orthogonalisation repulsion. We show

that the root cause of the lack of scaling lies in the saturation of the hybridisa-

tion energy of O* for lower lying d-band centres, while the hybridisation energy

for C* experiences no such saturation. This imbalanced saturation in hybridis-

ation energy comes from the fact that oxygen, due to the presence of one extra



72 Chapter 5. Scaling relations

electron has a lower lying renormalised energy state as compared to C*. We

suggest a measure for the lowest ϵd value at which saturation is expected and

show how linear scaling relations can be recovered in the case of C* and O* by

simply fitting lines across metals of the same row of the transition metal series,

bar the noble metals.

5.5 Computational methods

Density functional theory calculations were carried out using Quantum ESPRESSO

[79]. Core electrons were treated using pseudopotentials from the SSSP Effi-

ciency pseudopotential database [80]. Valence electrons were described using

plane-waves with kinetic energy and density cutoffs of at least 60 Ry and 480

Ry respectively. In cases where the recommended cutoffs are greater that these

values, the larger value is used. Cold smearing of width 0.0075 Ry (≈ 0.1 eV)

was used for all calculations. A k-point mesh of (4, 4, 1) was used for all surface

calculations. The PBE [24] functional was used to describe exchange and cor-

relation effects. The self-consistent field cycle was considered converged if the

energy difference between two successive steps was less than at least 10−8 Ry.

All calculations were performed without spin polarisation. Structures were pre-

pared using the Atomic Simulation Environment [63]. The adsorbate is fixed at

the ontop site at a distance equal to the sum of the covalent radii of the metal

atom and the adsorbate atom. Provenance of each calculation in this work

was stored using AiiDA [65] and performed using the AiiDA quantumespresso

plugin.

The Newns-Anderson expressions were implemented using trignometric func-

tions from the Python numpy library. Multi-precision C-library arb was used to

integrate the projected density of states using the acb_calc_integrate function.

Decimal precision of 50 was used throughout this work. Least-squares error

fitting were performed using the Python scipy library.
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5.A Appendix: Continuous variation of param-

eters

Figure 5.6: Interpolated parameters of V 2
sd and wd plotted against the filling

fraction. The points are values taked from Ref [10] for V 2
sd and from DFT

calculations in the case of wd

In this Appendix, we describe how a continuous variation of all parameters

is contructed so as to make Figure 5.5.

Adsorbate specific parameters: α and β are linearly interpolated from Table

5.1 for −5 eV < ϵa < −1 eV.

Metal specific parameters: V 2
sd is obtained using a 1/r fit to all the metals

and wd is fit to a quadratic expression b−a(r−c)2. The results of least squares fit

for these expressions are shown in Figure 5.6. The filling fraction is determined

based as (v − 1)/10 where v valence of the metal atom.



74 Chapter 5. Scaling relations



Chapter 6

Impact of interfacial water

on adsorption energies

In Chapters 4 and 5 we studied the chemisorption of a single adsorbate on transi-

tion metal surfaces. In this chapter, we investigate the simultaneous chemisorp-

tion of two adsorbates on a surface. Such a scenario of competition between

two (or more) species for sites on a surface is common in electrocatalysis, where

catalytic reactions occur in the presence of interfacial water, electrolytes, etc.

To investigate chemisorption of two species on a surface, we use a combina-

tion of surface Pourbaix diagrams constructed through DFT calculations and

ab-initio molecular dynamics calculations. We continue to explore these effects

through the system of CO adsorption on gold (as in Chapter 4). This choice of

system allows us to compare our results for adsorption in an electrochemical en-

vironment to those in vacuum or in gas-phase. The contents of this chapter are

taken from the manuscript Interaction of CO with Gold in an Electrochemical

Environment [30] (enclosed in Section 10.2).
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Figure 6.1: Schematic of an electrochemical interface, consisting of an adsorbate

A, electrons (e−), protons H+, interfacial water molecules (in red and white)

and electrolyte ions (in orange).

6.1 Introduction

The electrochemical interface is complex. Figure 6.1 shows a typical interface,

consisting of an adsorbate A at a certain coverage θ, electrons (e−), protons

H+. A typical reactions with these species would be a so-called proton-electron

transfer reaction,

H+(aq) + e− +A∗ → AH∗ (6.1)

where species such as interfacial water molecules and electrolyte ions could also

play a role.

To understand the influence of different components of Equation 6.1, we

write the the free energy change (∆G) as a difference between the sum of chem-

ical potentials of all species on the products and reactants (as discussed in
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Chapter 2),

∆G = µAH∗ − (µA∗ + µe− + µH+) (6.2)

where µX is the chemical potential of species X. Equation 6.2 presents a clear

way to incorporate the effect of potential (on an absolute scale, such as an

SHE/NHE scale) through µe− = µ0
e− + eΦSHE, (µ0 is the chemical potential of

the electron at standard conditions, pH of 0). Meanwhile, the effect of the pH

is incorporated through the configurational entropy of the proton [81], µH+ =

−2.3kBTpH.

Treating µAH∗ and µA∗ in a complete manner (as shown in Figure 6.1) is less

straightforward. A common assumption is to neglect the influence of water, ions

and other possible species. Under this assumption, µ for an adsorbed species

would be computed similar to the free energies of adsorption in vacuum as done

in Chapters 4 and 5. This approach has been successful in predicting trends of

reactivity on different metals for a variety of electrochemical reactions such as

CO2R [75], the oxygen reduction reaction [76], the hydrogen evolution reaction

[82], among others.

In this chapter we test the assumption of using the computed gas-phase free

energies of reaction intermediates as an alias of the true electrochemical ener-

getics. We do so by revisiting the example of CO adsorption on gold surfaces.

Unlike in gas-phase, we find that CO is destabilised on steps of gold, which dra-

matically lowers its coverage. We postulate that the decreased binding strength

of CO to the step sites of gold in an electrochemical environment is due to the

competition for binding sites with interfacial water, which also binds strongly

to step sites of Gold. We model this interaction through ab-initio molecular

dynamics and show that the adsorption energy of CO on gold is weakened on

steps, but remains roughly the same on terraces.
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Figure 6.2: ATR-SEIRAS in the CO stretch region from a CV on an Au film

in 0.1 M HClO4 purged with 1 bar CO. A spectral background was taken at

+0.634 V in Ar-purged solution. (a) ATR-SEIRAS spectra before the addition of

Pb. (b) ATR-SEIRAS spectra with 1 mM Pb(ClO4)2. Every eighth spectrum

is shown. (c) Integrated intensities of the CO stretch peak as a function of

potential and (d) corresponding 2 mV/s CV with and without Pb. Reprinted

from paper in Section 10.2 [30]

6.2 Revisiting CO adsorption on gold

In Section 4.4, we determined the equilibrium coverage of CO on stepped gold

surfaces (211) and (310) to be between 0.4− 0.9 ML at a temperature of 300K

and pressure of CO of 1 bar. Under the assumption that water and ions do not

alter the binding strength of CO, we would expect there to be a similar coverage

under electrochemical conditions. In this section, we test this assumption based

on lead-underpotential deposition experiments and surface Pourbaix diagrams.

We begin by briefly describing the experiment which we model later in this

chapter (detailed discussion on the experimental procedure can be found in Ref

[30]). Figure 6.2a shows the vibrational band of the C−O stretch frequency
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on poly-crystalline Au over a potential window of −0.166 to 0.634 V vs SHE,

determined through the surface-enhanced Infrared spectroscopy (ATR-SEIRAS)

technique. Figure 6.2b shows the vibrational band of CO at roughly the same

potential region, however the experiment is run with Pb in the electrolyte. The

presence of Pb would lead to its deposition on the gold surface at some potential

(referred to as the underpotential deposition of Pb). Due to the adsorbed Pb,

the vibrational band of CO starts to disappear at approximately 0.25 V vs. SHE

and does not appear at lower (more cathodic) potentials. However, the cycle is

reversible, with the vibrational band reappearing as the potential is increased

from −0.226 V vs SHE.

The results of this ATR-SEIRAS experiment are summarised by the peak

areas shown in Figure 6.2c. In the absence of Pb in the electrolyte, the peak area

of the vibrational band reaches a maximum at approximately 0.2 V vs. SHE.

However, in the presence of Pb, the peak areas fall to zero at approximately 0.2

V vs. SHE. We attribute this effect to the replacement of CO on the surface with

Pb. Furthermore, Figure 6.2d shows there is a coverage of CO on the surface

at positive potentials (> 0.2 V vs SHE) due to the onset of CO-oxidation.

To summarise the results of the experiments, it appears that CO is replaced

by Pb as the potentials become more cathodic (where Pb adsorption is more

favourable). Given that the experiment was conducted on a poly-crystalline

gold surface, it is not immediately clear which surface facet is responsible for

adsorbing CO. However, we know from Figure 6.2c that Pb must adsorb on gold

at potentials of about 0.2 V vs. SHE (or higher). If Pb adsorbs on a particular

gold facet at potentials more cathodic than 0.2 V vs. SHE, it will not be able

to replace CO at 0.2 V vs. SHE. Thus, the problem changes from finding which

surface facet adsorbs CO to one of where we must determine the potential at

which Pb adsorbs on the surface.
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6.3 Pb adsorption on gold

To determine the potential at which Pb is deposited on the surface, we perform

a computational surface Pourbaix analysis [83] and compare our results with

experimental cyclic voltammograms (CV). We study four different facets, (111)

and (100) terraces and (211) and (110) steps.

The half-reaction for Pb deposition is given by,

Pb2+ + 2e− → Pb∗ (6.3)

with the following potential dependent free energy, ∆GPb,

∆GPb = ∆G0
Pb + 2e

(
USHE − UPb2+/Pb

)
(6.4)

where UPb2+/Pb is the standard redox potential of Pb2+/Pb half cell reaction

and USHE is the potential referenced to the SHE scale and ∆G0
Pb is the free

energy change for the reaction at 0 V vs. Pb2+/Pb.

By computing ∆GPb as a function of coverage of Pb, θ, we determine the

most stable coverage of Pb at a given potential. Figure 6.3(a-d; left) shows the

computed ∆E for different θ values. Throughout this analysis, we assume that

∆E ≈ ∆G, i.e. the entropic contributions of Pb are set to 0.

The color of each line in Figure 6.3(a-d;left) corresponds to ∆G at cer-

tain value of θ. For terrace surfaces we consider three discrete surfaces, θ =

1/9, 1/4, 1ML as shown in Figure 6.3e. For step sites, we consider θ = 1/3, 2/3, 1

ML coverages as shown in Figure 6.3f. The black line corresponds to θ → 0,

negligible surface coverage of Pb. Intersections between lines of different colours

indicate a change in the surface coverage. In reality, we would expect a con-

tinuous variation of coverage. However, since we can compute only a discrete

number of points we choose to compare intersections between discrete coverage

∆G lines against experiments (dashed black lines). The lowest lying ∆G curve

at any potential denotes the most stable coverage at that potential.

Figure 6.3(a-d;right) shows the experimental CVs for the same facets. The

dashed lines (identical on both right and left plots) indicate the transition from
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one coverage to another, as suggested by the computational Pourbaix diagram

in Figure 6.3(a-d;left).

For both (211) and (110) surface facets, at 0.2 V vs. SHE, we would anticipate

≈ 1/4ML and ≈ 2/3 ML coverage of Pb respectively. In the case of (100) surface

facets, we would anticipate ≈ 1/4 ML coverage as well. However, the presence

of multiple broadened peaks suggests surface reconstruction in the case of the

(100) surface facet. Hence, from this analysis, we cannot exclude the possibility

that (100), (211) and (110) surface facets adsorb CO under electrochemical

conditions.

The (111) surface facet is expected to have a significant coverage of Pb only

at ≈ 0 V vs. SHE, lower than the potential at which CO desorbs from the

experiments (at 0.2 V vs. SHE). Thus, based on this combined surface Pourbaix

and CV analysis, we can exclude (111) as a possibility for a surface facet that

adsorbs CO under electrochemical conditions.
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Figure 6.3: Computed surface Pourbaix diagrams on four prototype Au facets

(111), (100), (110), and (211). The dashed black line indicates the potential

at which the coverage has increased between the discrete intervals for which

the DFT calculation was performed. To the right of each surface, the Pourbaix

diagram is the associated Pb-UPD CVs taken from Ref [36]. The multiple

broadened peaks observed in the (100) facet suggest substantial reconstruction.

Reprinted from paper in Section 10.2 [30]
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6.4 Simultaneous water and CO adsorption

In this section, we narrow the possible surface facets for CO adsorption on

gold under electrochemical conditions further. To do so, we perform ab-initio

molecular dynamics calculations of CO adsorbed in the presence of water on

(211) and (100) surface. We choose the (211) surface facet as it represents a

prototype step surface while (100) represents a prototype terrace surface.

Figure 6.4 shows the internal energies ∆E and the free energies ∆G for the

adsorption of CO in the presence and absence of water. ∆E is determined by

choosing the lowest energy out of at least three separate trajectories. ∆G is

determined by using the harmonic approximation (for the adsorbate) and ideal

gas for CO(g),

∆G = ∆E − T (Sharm − Sideal)− T∆Sconfig (6.5)

In gas phase, it is clear that stepped facets bind CO stronger, as illustrated

by the 0.12 eV stronger binding of (211) vs. (100) surfaces in vacuum. However,

under electrochemical conditions the effect is reversed. Instead, the terrace site

binds 0.75 eV stronger than the terrace site. This significant destabilisation of

an adsorbed intermediate has been seen even in the case of Cu in Ref [84] and

Pt in Ref [85].

This large difference in adsorption energies computed under vacuum and

electrochemical conditions suggests that the (100) is expected to bind CO, while

the (211) facet (and perhaps other step facets) do not. The contrast in adsorp-

tion energies stem from the competition between water and the adsorbate. This

competition is present under electrochemical conditions but absent in vacuum.

There are a few uncertainties in the calculated adsorption energies. The

choice of functional in this work under-binds both H2O and CO by roughly

0.1 eV (see Figure 4.7 and Figure 4.6 respectively), and the standard deviation

between the three trajectories is large. Despite these errors, the computed

adsorption energies compare well against the measured enthalpy for CO on poly-

crystalline gold surfaces, which was estimated to be−0.35 eV for CO(aq)→ CO∗
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[86]. Adding the contribution of CO(g)→ CO(aq) which is −0.1 eV gives a

total enthalpy of −0.45 eV, which is close to the computed value of −0.52 eV

on Au(100).

Figure 6.4: Snapshots of CO on Au(211) and Au(100) in vacuum or with

explicit water from an ab initio MD simulation, performed in periodic unit cell

sizes of 3x3 for (211) at a coverage of 1/3 ML and 3x4 for (100) at a coverage

of 1/16 ML. Internal (∆ECO) and free energies of adsorption (∆GCO) with

their standard deviations based on different runs are given below the snapshots.

Reprinted from paper in Section 10.2 [30]

6.5 Conclusion

In this chapter we studied the adsorption of two species adsorbing on the sur-

face through a combination of computational surface Pourbaix diagrams and

ab-initio molecular dynamics calculations. Computations and experimental CVs

of lead underpotential deposition experiments suggest that open facets such as
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(100) and stepped facets are likely to bind CO. However, ab-initio molecular dy-

namics simulations suggest that the adsorption of CO on step sites is weakened

in the presence of interfacial water.

6.6 Computational methods

Density functional theory calculations were performed using Vienna Ab-initio

Software Package (VASP) [61]. Core electrons were described using Projector

Augmented Waves (PAW) potentials [62]. Valence electrons were described

using plane-waves with kinetic energy up to 500 eV for static calculations and

400eV for ab-initio MD calculations. Gaussian smearing with a width of 0.1

eV was used. The BEEF-vdW [35] functional was used for all calculations. All

calculations were run without spin-polarization.

Structures were prepared using the Atomic Simulation Environment (ASE)

[63]. The lattice constant of gold was optimized using a 12x12x12 Monkhorst-

Pack [64] k-point mesh grid and was determined to be 4.205Å. Slabs four layers

thick were made for (111), (100), (110) and (211) facets were constructed, with

the bottom two layers kept fixed to mimic bulk metal. Static adsorption energies

for CO and Pb were calculated on all unique surface sites on each facet. Initial

adsorbate geometries were generated using CatKit [87]. All geometries were

optimized until forces on all atoms was less than 0.025 eV Å−1. Vibrational

frequencies were computed using a finite difference method as implemented in

VASP (IBRION = 5) and calculated only for the surface adsorbate. ab-initio

MD calculations are performed using a Nosé-Hoover [28] thermostat that keeps

the temperature at approximately 300K.
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Chapter 7

Charge transfer coefficients

from atom-centered forces

Having discussed the importance of the chemisorption energy in catalysis,

we now turn to activation energies. We described how to obtain them in prac-

tice from DFT calculations in both gas-phase conditions (Chapter 4) and in

an electrochemical environment (Chapter 6). In this chapter, we discuss our

methodology to obtain the activation energy for electrocatalytic systems, as

well as their dependence on potential. Our approach builds on extrapolation

based approaches [81, 88, 89, 90, 91] to determine the activation energy from a

single DFT computation.

7.1 Introduction

Computational ab-initio investigations with Density Functional Theory (DFT)

have provided the basis for the mechanistic understanding of several electro-

This chapter is being prepared for submission under the title: Force-based method to

determine the potential dependence in electrochemical barriers, Sudarshan Vijay, Georg

Kastlunger, Joseph A. Gauthier, Anjli Patel and Karen Chan.
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chemical reactions, such as the oxygen reduction reaction (ORR) [18], electro-

chemical CO2 reduction (CO2R) [92], hydrogen evolution reaction (HER) [82],

amongst others. While reaction thermodynamics are readily captured by the

computational hydrogen electrode [18], accurately determining activation ener-

gies remains a challenge.

The main challenge to modelling ab-initio electrochemical barriers in pe-

riodic simulation cells of feasible size is that the workfunction (often used as

an alias for the electrode potential) changes by about 1−2 eV [89, 93] during

the course of a reaction involving an ion-electron pair or adsorption of a polar

intermediate. This change is an artifact of the finite nature of a super cell,

containing a fixed number of electrons. At the hypothetical infinitely sized cell

there would be no change in the workfunction accompanying a reaction, guar-

anteeing that the simulated electrochemical reaction proceeds without a change

in the potential.

In the past decade, a variety of methods to address this challenge have been

developed [88, 89, 90, 91, 93, 94, 95, 96, 97, 98]. These methods can be broadly

grouped into two categories, extrapolation and grand-canonical schemes. Ex-

trapolation methods seek to determine the reaction energies at the limit of infi-

nite cell size by correcting DFT energies for finite cell size effects. For example,

in Refs [88, 89], the infinite cell limit is reached by extrapolating energies from

DFT calculations done at successively larger cell sizes, through so-called cell

extrapolation. Another approach is to a priori assume that the electrochemical

interface can be modelled as a parallel plate capacitor [90, 91], where the ion (or

adsorbate) forms one end and the metal surface the other. The charge stored

in the parallel plate capacitor is determined through a charge partitioning ap-

proach and the potential is estimated through the workfunction. In this charge

extrapolation scheme the DFT energies are corrected with a purely electrostatic

model, to obtain energies at the infinite cell size. Alternatively, grand-canonical

(GC) methods keep the workfunction constant by adding or subtracting excess

electrons within the simulation cell, along with a corresponding counter-charge

in different possible continuum models of the electrolyte [94, 95].
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In theory, it has been shown that both GC and extrapolation methodology

are equivalent in specific limiting cases, such as adsorption reactions of polar

species. For example, Ref [93] showed that for CO2 → CO∗
2, both GC and

extrapolation procedures provide the same potential dependent energies. How-

ever, in practice, challenges still remain. Cell extrapolation is computationally

expensive to implement, while charge extrapolation necessitates charge parti-

tioning, which has short-comings in cases of significant hybridisation between

atoms. For example, charge transfer coefficients for protonation to oxygen and

nitrogen intermediates show sharp changes along the reaction path [99]. This

behaviour is likely a failure of charge partitioning as a consequence of increas-

ing hybridisation between the reacting species. Furthermore, rotation of water

present in the simulation cell along a reaction path leads to abrupt changes in

workfunction. Grand-canonical methods require an accurate capacitance in or-

der to avoid cell-size dependence of reaction energetics. Finally, all of the above

methods are typically applied with static water structures, while dynamic sim-

ulations under constant potential are only recently emerging [85, 100].

In this chapter, we propose a method to determine potential dependent

energetics of electrochemical reactions by building upon the framework of ex-

trapolation methodologies. The strength of our approach is that we determine

the charge transfer coefficient directly from atomic positions and atom-centered

forces, without the need for explicit partitioning of the charge density or per-

forming multiple DFT calculations. We begin by illustrating the current extrap-

olation based procedure to determine charge transfer coefficients and potential

dependent energies for a prototype reaction of a proton-electron transfer to C

adsorbed on Pt(111). We then develop a model which relates the atom centred

forces to the charge transfer coefficient. The computational overhead associa-

tion with implementing our approach is equivalent to a typical finite difference

Hessian calculation. We show that the force-based method is able to provide

consistent charge transfer coefficients for a range of reactions, irrespective of how

strongly the reacting species are hybridised. We benchmark this methodology

against calculations done at different cell sizes, i.e. through cell extrapolation
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and discuss possible limitations.

7.2 Extrapololation procedures in practice

Figure 7.1: Variation of a) reaction energies b) barriers for C + H+ + e− →

CH with the mean workfunction. Atomic positions of the initial state and the

transition state are shown within insets, the reacting proton is marked in blue.

Colors indicate different cell sizes with different proton concentrations. Cell

sizes annotated with a ′ indicate multiple protons in the unit cell; the rest have

a single proton in the unit cell.

In this section we review how to obtain the charge transfer coefficient and the

potential dependent energies of an elementary reaction, based on the framework

of extrapolating to the infinite cell size. As in previous work [88, 89, 90, 91, 93],

we assume that the electrochemical interface is represented by a capacitor of

constant capacitance, C and is invariant with respect to the electrode potential

and the reaction geometry [93]. We expect this assumption to hold for small

changes in potential far from the potential of zero charge (pzc) where water

structures are relatively ordered [101]. In such a purely electrostatic view of
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the electrochemical interface, a reaction event such as protonation would be

equivalent to altering the charge stored in this capacitor.

By treating the metal-water interface from our DFT computations as a par-

allel plate capacitor, we explicitly determine the different energy contributions

associated with a reaction. We write the energies of a given state (corresponding

to a particular number of atoms and geometry) E, as a function of the charge

stored in the capacitor q in the form of a Taylor series expansion,[93, 98]

E = E0 + q
∂E

∂q

∣∣∣∣
q=0

+
q2

2

d2E

dq2

∣∣∣∣
q=0

+O
(
q3
)
, (7.1)

E = E0 + qϕ0 +
q2

2C
(7.2)

where E0 corresponds to a purely chemical, non-electrostatic energy, the first

derivative of energy with charge, ∂E
∂q corresponds to the workfunction at q = 0,

ϕ0, and the second derivative of energy with q corresponds to the inverse of

the capacitance, 1/C. To account for reaction energies, we calculate the energy

to go from state 1 to state 2, ∆E1→2. This term corresponds to the reaction

energy from a DFT calculation (the y-axis of either plot in Figure 7.1). Taking

the difference between single state energies for 1 and 2 from Equation 7.2 gives,

∆E1→2 = ∆E0 + (q2 − q1)ϕ0 +
1

2C

(
q22 − q21

)
, (7.3)

which can be simplified using the parallel-plate capacitor relationship C =

q2/ (ϕ2 − ϕ0) = q1/ (ϕ1 − ϕ0)

∆E1→2 = ∆E0 + (q2 − q1)
[
ϕ1 + ϕ2

2

]
(7.4)

Note that as described in Ref [93], we write the infinite cell size energy,

∆E∞ in the limit that the potential does not change during the reaction, i.e.

ϕ1 = ϕ2 = ϕ as,

∆E∞ = ∆E0 + (q2 − q1)ϕ (7.5)
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Comparing Equation 7.4 and Equation 7.5, ∆E∞ = ∆E1→2 when ϕ =

(ϕ1 + ϕ2) /2.

Figure 7.1 shows ∆E1→2 for two reaction steps, initial state (IS) to final

state (FS), ∆EIS→FS and transition state (TS) to final state (FS), ∆ETS→FS.

Here, we vary the hydrogen atom concentration in the water layer, which by

spontaneously donating their electron to the electrode change the electrode po-

tential and become protons [81]. The greater the number of protons per unit

area, the lower the overall potential. At lower potentials, the reaction is more

likely to occur and, hence, EIS > EFS and ETS > EFS.

The slopes of the lines in Figure 7.1(a,b) correspond to differences in charges

stored in the capacitor, qTS→FS = −0.37e and qIS→FS = −0.74e. Physically,

qTS→FS represents the charge transferred going from TS to FS. Thus, Equation

7.4 allows for a clear determination of the charge transfer coefficient from DFT

energies and workfunctions. Note that qIS→FS ̸= 1, which is in line with previous

findings [90, 91]. This lower than expected value of the charge transfer coefficient

is likely caused by hybridisation of the metal with the proton in the IS [102].

To summarise, there are three critical quantities to obtain potential depen-

dent energies from DFT calculations, as seen from Equation 7.4. Two of these

quantities, the reaction energy ∆E1→2 and the mean workfunction (ϕ1 + ϕ2) /2

are outputs of DFT calculations performed in a single cell size. The charge

transfer coefficient, (q2 − q1), however, requires DFT calculations in several dif-

ferent cell sizes or the use of charge partitioning schemes.

7.3 Model development

In this section we develop a model to obtain the charge transfer coefficient,

q2 − q1, from a single DFT calculation. We start by defining a normalised

reaction coordinate between two states, ω, a reaction length le and the reaction

coordinate Q (bold symbols denote vectors; standard typeface indicates norm
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IS, ω=0 

TS, 0 < ω < 1

FS, CH*, ω=1

x

y

z

C

H+ + e- + C* → CH* 

H3O
+

Figure 7.2: Schematic showing the normalised reaction path for a proton elec-

tron transfer reaction, C + H∗ + e− → CH∗ on a metal surface. ω denotes the

idealised reaction path; IS, TS and FS are the initial, transition and final state

respectively.

of the vectors). These three quantities are related as,

Q = leω (7.6)

Figure 7.2 shows a schematic of the reaction, H+ + e− +C∗ → CH∗, where

we have marked ω as it changes from the IS through the TS to the FS. Through-

out this work we define the TS as the state corresponding to the energy maxi-

mum along a reaction path. In the IS, the proton is bound to H2O forming a

hydronium ion. As the reaction proceeds, the proton reaches the TS and finally

protonates C∗ to form CH∗ in the FS. Within this picture, ω is 0 at the IS, 1

at the FS and any value in between 0 and 1 at the TS.

To begin, we illustrate the reaction coordinate consisting of moving just the

proton (shown in cyan in Figure 7.2) to the surface. We will later generalise this

coordinate to any number of atoms. We Taylor expand the variation of charge

transfer coefficient with respect to ω. In general, between two states 1 and 2,
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where ω = 0 at state 1 and ω = 1 at state 2, for each dimension,

q2 = q1 +

(
dq

dω

∣∣∣∣
ω=0

ω

)
+O

(
ω2
)

(7.7)

The quantity in the brackets in Equation 7.7 is rewritten as a function of

the dipole moment measured along the corresponding dimension, µ, and Q by

realising that the poles of the dipole are at a distance le such that,

µ = leq (7.8)

leading to,

dq

dω
=
dµ

dQ
(7.9)

Note that in the limit of le → 0, µ→ 0 such that q is always finite.

In typical periodic surface computational setups µ for a given computational

cell may be determined by integrating the charge density ρ, as µ =
∫
ρdR

where R are the Cartesian coordinates. Additionally, most modern ab-initio

codes provide µ as an output.

Finally, we obtain the quantity dµ/dQ by finding the dipole derivative along

R and then projecting onto the reaction mode ω (represented in Cartesian

coordinates)[103]

dµ

dQ
=
dµ

dR
· ω (7.10)

where µ is the dipole moment vector in Cartesian coordinates. Equation 7.10

can be generalised to include any number of atoms by writing the dot product

of the right-hand side as a sum over i = 1, . . . , N atoms,

dµ

dQ
=

N∑
i=1

dµ

dR i
· ωi, (7.11)

where N is the number of atoms involved in the reaction. Note that N does not

have to be all atoms in the unit cell. The overall equation for the differences in
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charges between two states 1 and 2 from Equation 7.7 reduces to,

q2 − q1 =

N∑
i=1

dµ

dR i
· ωi (7.12)

Electrochemical barriers are conventionally computed in quasi-2D surface

setups, where we are usually concerned with the dipole moment only in the

out-of-plane direction. Henceforth, we will refer to dµ/dR, the derivative in

Equation 7.12 as that along the direction of the surface normal. We obtain the

dipole derivative in two ways [103]:

1. Moving atoms by small displacements ∆z, in the Cartesian coordinates R

and then computing the derivative through finite differences

dµ

dR
=
µj+1 − µj−1

2∆z
(7.13)

where we have dropped the subscript (1,2 in Equation 7.12 ) on µ, since

this finite difference operation is valid at any state. µj+1 is the dipole mo-

ment at +∆z and µj−1 is the dipole moment at −∆z from the equilibrium

positions

2. Making use of the following equivalence between the dipole derivative

and the first derivative of the force, F the applied field, ξ (through, for

example, a saw-tooth potential) and using µ = dE/dξ and F = dE/dR,

dµ

dR
=

d

dξ

dE

dR
=
dF

dξ
(7.14)

We compute the force based derivative through finite differences by ap-

plying saw-tooth potentials of different magnitude with a spacing of ∆ξ

dF

dξ
=
−F j+2 + 8F j+1 − 8F j−1 + F j−2

12∆ξ
(7.15)

where we use a four point finite difference stencil of ξ to reduce the require-

ments for accurate forces from the SCF cycle. Superscripts of F denote

the order of the applied field, such that F j+2 are the forces at ξ + 2∆ξ,

F j+1 are the forces at ξ +∆ξ and so on.
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Figure 7.3: Equivalence of the dipole derivative dµ/dR and the force derivative

dF/dξ for a range of elementary electrode reactions

In practice, we obtain ωi by simply normalising the atomic positions of state

1 and 2,

ωi ≈
positionsi,2 − positionsi,1∣∣positionsi,2 − positionsi,1

∣∣ (7.16)

Finally, the differences in charge stored between two states 1 and 2 is ob-

tained by substituting Equation 7.14 into Equation 7.12,

q2 − q1 =

N∑
i=1

(
dF

dξ i

·Xi

)
i

(7.17)

Figure 7.3 shows that obtaining the derivatives from either displacement

through dipole (Equation 7.14) or through forces (Equation 7.15) leads to the

same value. This equivalence between the two approaches implies that we prefer

to use the atom-centered forces from a DFT-calculation at a chosen structure (as

in dF/dξ) instead of displacing atoms (as in dµ/dR). Note that this equivalence

is only seen when the forces are properly converged.
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7.4 Application to electrocatalytic reactions

In this section, we apply the force-based methodology to several electrochemi-

cal reactions, including protonation and adsorption of polar intermediates. The

latter class of reactions will be studied in detail in Chapter 8 when we inves-

tigate CO2 adsorption as a reaction step of CO2R. We compare the value of

the transfer coefficient, q = (q2 − q1) from Equation 7.17 with that obtained by

fitting multiple cell sizes through Equation 7.4.

We start by investigating the prototype reaction discussed in Figure 7.1,

i.e. H+ + e− +C∗ → CH∗. Figure 7.4a shows the variation of the energy and

Figure 7.4b shows q from Equation 7.17 along the reaction path considering just

the proton and the adsorbed C atom. The charge goes through a maximum at

the TS falling to zero when the CH∗ species is formed, mirroring the change in

energy with reaction path. Different cell sizes, spanning a potential range of 2V

in potential, are consistent in their force-based prediction of q ≈ 0.3e, which is

similar to the value of q = 0.37e from fitting over the varying cell sizes in Figure

7.1. Note that in contrast to the slope in Figure 7.1, the predicted q is much

lower in the case of the IS (first point in Figure 7.4a and Figure 7.4b). The

reason for this lower prediction is that in the IS the reacting proton does not

exist as a single entity. Rather the charge is spread out over the hydronium ion

(bottom left inset Figure 7.4b). This spreading out of the charge explains why

the predicted q for a single proton is roughly 1/3rd that determined in Figure

7.1a (see below for discussion on treating FS → IS).

The central quantity of interest for the purposes of reaction kinetics studies

is the charge transfer coefficient, i.e. q at the TS with respect to a thermo-

dynamically stable state (such as IS or FS). Specifically, the variation of the

TS energy with potential is typically an input into micro-kinetic models. Fig-

ure 7.4b shows the variation of ∆ETS with the mean potential, (ϕTS + ϕFS) /2

for different cell sizes (and hence different proton concentrations). The black

line indicates the least squares fit to the cell sizes and lines of other colours

indicate the predicted variation of the ∆ETS through the q obtained in Figure
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Figure 7.4: a) Raw energies from images used in a nudged-elastic band cal-

culation of C∗ +H+ + e− → CH∗ b) (q2 − q1) obtained for all images for the

reaction H+ + e− +C∗ → CH∗ c) Energy vs. mean potential based on fitting

(black line) and the predictions from finite difference for different cells (colors)

7.4b. Thus, for transition states, the force-based method is able to predict the

variation of energies with potential.

We now compare the charge transfer coefficient for our force-based method

with the cell extrapolated value. To do so, we perform electrochemical barrier

calculations for three reactions, C∗ +H+ + e− → CH∗ (this work), OH∗ +H+ + e−

→ H2O and H∗ +H+ + e− → H2 (from Ref.[90, 91]). Figure 7.5 shows a par-

ity plot between the q obtained from Equation 7.17 and from fitting (Equation

7.4), the dashed line indicates an exact match. For these three reactions, the

obtained values for both methods are within ±0.1e for all cells.

As in Ref [93], we suggest that adsorption processes can be considered within

the framework of the capacitor model. While an ab-initio reaction path would

then be missing, we choose a simplified reaction path, where all atoms partici-

pating in the reaction move simultaneously along the axis perpendicular to the

surface. For example, in the case of the CO2 adsorption reaction, ω would cor-

respond to a transition from a bent CO2
∗ molecule to a linear CO2. Figure 7.5

shows that this approximation leads to q which is slightly underestimated from

the corresponding value obtained by fitting, likely a consequence of assuming

an idealised reaction path.
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Figure 7.5: Parity plot for q from fitting through Equation 7.4 for a series of

increasingly larger unit cells and through the force-based method as in Equation

7.17; dashed line indicates exact fit and green band indicates ±0.1 error with

either methodology. Alternative ω denotes an idealised reaction path where the

proton descends directly to the surface along the direction of the surface normal.
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In the case of IS → FS reaction paths, such as in H+ + e− → H∗, we again

see the that the predicted q from finite differences is roughly a third of the value

predicted by fitting (due to the hybridised nature of the proton in the IS). An

idealised reaction coordinate ω = (0, 0, 1) corresponding to a proton dropping

linearly along the surface-normal axis, leads to a closer match between the two

methodologies (denoted as alternative ω in Figure 7.5). This improvement by

simplification suggests that the two term Taylor series expansion in Equation

7.12 breaks down in the limit of large reaction coordinates, which is unlikely to

occur when extrapolating from TS to FS.

To summarise, the overall strength of this methodology lies in its ability to

determine the charge transfer coefficient, q using a simple model of the interface

and the atom centered forces. Besides treating ion-electron transfers, it can also

be used to determine the electrode potential dependence of polar adsorbates like

CO∗
2 and other intermediates that are critical to mechanistic understanding in

reactions such as CO2R.

7.5 Conclusion

Activation energies are critical to a mechanistic understanding of electrochem-

ical reaction processes. However, significant challenges such as cell-size depen-

dence remain to determining accurate ab-initio electrochemical barriers. In this

work, we suggest a simple model to compute the charge transfer coefficients, and

hence the activation energies, with just a single DFT calculation. Our method

builds upon previous extrapolation procedures and removes the short-comings

of explicit partitioning of the charge density, which give rise to ambiguous or

unphysical jumps in charge transfer along the reaction pathway. We show that

the charge transfer coefficient is related to the derivative of the atom centered

forces with applied field. We perform a series of electrochemical barrier calcula-

tions and show that the charge transfer coefficient computed with our method

is in good agreement with the value obtained by performing traditional cell-

extrapolation procedures, which require multiple cell sizes. We show that our
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methodology can be successfully used for transition states as well as polar ad-

sorbates, both critical species in electrochemical reactions.

7.6 Computational Methods

Density functional theory calculations were carried out using the Vienna Ab

Initio Software Package [61]. Core electrons were described using projector

augmented wave (PAW) potentials. Valence electrons were described as plane

waves with kinetic energy up to 500 eV. All calculations were performed using

the RPBE functional [25]. The lattice constant of Pt was calculated using a

12x12x1 k-point sampling and the ISIF= 3 algorithm implemented in VASP and

the obtained value was 3.99 Å . Gaussian smearing with a width of 0.1 eV was

used. Pt(111) slabs were prepared using the Atomic Simulation Environment

[63]. Cells of sizes (3x2), (3x4), (3x6) and (6x2) were used with k-point sampling

of (4,6,1), (4,3,1), (4,2,1), (2,6,1) respectively. A dipole correction was applied

in the axis perpendicular to the surface. Transition states for C∗ → CH∗ was

determined using the AIDNEB [104]. 15 images were used for each calculation.

H∗ → H2 and OH∗ → H2O were taken from previous work and were calcu-

lated using GPAW [105] as the DFT code [90, 91]. Calculations were done in

(3x2), (3x4), (3x6) and (6x4) with a k-point sampling of (4,6,1), (4,3,1), (4,2,1)

and (2,3,1) respectively. FermiDirac smearing was used with a width of 0.1 eV.

Finite difference calculations for all reactions considered in this work were

performed using the same computational setup as for relaxations except for

a smaller EDIFF = 10−7eV in order to ensure convergence of atom centered

forces (for VASP). In the case of GPAW, energies were converged to up to 10−9

eV. Atom displacements were 0.01 Å unless mentioned otherwise, saw-tooth

potentials were added using the EFIELD option in VASP and the Constant-

ElectricField option in GPAW with a strength of −0.2,−0.1, 0.1, 0.2 V/Å.
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Chapter 8

Dipole-field interactions in

CO2R

In this chapter we apply the models developed in this thesis to the CO2R re-

action. We find that dipole-field interactions play a crucial role in determining

the activity of a material towards this reaction. We highlight this effect by

studying CO2R on transition metal surfaces as well as on doped graphene ma-

terials. The contents of this chapter overlap with two publications, Dipole-Field

Interactions Determine the CO2 Reduction Activity of 2D Fe-N-C Single Atom

Catalysts [56] (enclosed in Section 10.3) and Unified mechanistic understanding

of CO2 reduction to CO on transition metal and single atom catalysts [106]

(enclosed in Section 10.4).

8.1 Introduction

Electrochemical reduction of CO2 is one of the most promising approaches to

store renewable energy into valuable fuels and chemicals. The simplest reaction

within CO2R reaction network is the reduction of CO2 to CO. Noble metals

such as gold and silver are good electro catalysts for this reaction. At lab scale,

103
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gold produces as much as 10 mA cm−2 of CO at upto 100% Faradaic efficiency

[107]. The process is also one of the first to be realised commercially with Ag

gas diffusion electrodes producing up to 300 mA cm−2 of CO [7].

The major obstacles to commercial realisation of CO2R is activity and cost.

Recently, iron doped graphene materials (shortened to FeNC, iron nitrogen car-

bon) have been shown to produce impressive geometric current densities (up

to 100 mA cm2). These catalysts have high Faradaic efficiencies to CO, while

being less selective towards the hydrogen evolution reaction (HER) at typical

operating conditions of −0.6 V vs RHE [60].

From a computational perspective, mechanistic study of metal-nitrogen-

carbon (MNC) systems present several challenges. There are a plethora of pos-

sible active sites caused by the mode of synthesis of defected graphene, which

makes computational prediction of chemisorption energies and activation en-

ergies of reaction intermediates challenging. For selected active sites of FeNC

that have been studied with DFT [57, 58, 59], the chemisorption energy of CO

is predicted to be in the range of −0.6 to −1.2 eV. These values correspond to a

strong-binding CO surface (∆G < 0, θ >> 0), which is contrary to experimen-

tal evidence which suggests FeNC is a good CO2R catalyst to CO (implying

weak CO binding). Further, there is controversy regarding the nature of the

CO2 adsorption step, written as,

CO2(g) +
∗ → CO∗

2 (8.1)

This step is often considered to produce a unit-charged CO2 intermediate

[8, 108] (such as CO−
2 ). This suggestion might arise from the aqueous reduction

of CO2 to CO−
2 , which occurs at very negative reduction potentials of −1.9 V

vs. SHE. Another hypothesis centers around solvent reorganisation which has

been considered through Marcus theory [108]. In this chapter and corresponding

manuscripts [56, 106], we propose that this reaction is driven by the interaction

of the dipole created by an adsorbed CO2 with an interfacial field. Given that

near-electrode field strengths can reach up to 109 Vm−1 at reducing potentials
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on metal electrodes, a surface dipole moment created by an adsorbate would be

(de)stabilised by this environment. With this approach, there is no need for a

unit charged CO2, but instead only a polarised CO∗
2 species, similar to other

adsorbed intermediates such as CO∗.

In this chapter, we overcome the above-mentioned challenges related to mod-

elling MNC materials through a rigorous computational study. Through a com-

bination of Hybrid DFT calculations and interpreting temperature programmed

desorption experiments we show that GGA functionals are inadequate to accu-

rately describe the binding of the reaction intermediates of CO2R on FeNC.

We parameterise a Hubbard-U value to be used in conjunction with GGA func-

tionals to obtain reasonably accurate adsorption energies at lower computational

cost than hybrid-DFT calculations. By considering the width of the sp-projected

density of states of CO∗
2 along with the Newns-Anderson model of chemisorp-

tion, we find that electron transfer to MNC materials are facile, just like in

transition metals. We combine DFT calculations with consideration of dipole-

field interactions to micro-kinetic models of CO2R to CO to find that transition

metals are limited by the first step of the reaction, i.e. CO2 adsorption. Like-

wise, FeNC is limited by CO2 adsorption, while NiNC (Nickel doped graphene)

and CoPc (Cobalt Phthalocyanine) appear to be limited by the second reaction

step, i.e. the protonation of CO∗
2 to form COOH∗. These computational findings

are in agreement with experimental pH dependent experiments. We show that

this difference in rate limiting step is caused by the large surface dipole mo-

ment of CO2 on MNC materials as compared to transition metals. We discuss

implications of this finding for the design of novel CO2R catalysts.

8.2 CO adsorption energies

In this section we discuss the computational setup that we choose to describe

MNC catalysts. In Figure 4.8 (Chapter 4) we showed that for a range of FeNC

motifs, GGA DFT calculations with RPBE led to strong CO binding (≈ −1 eV),

resulting in a large coverage of CO on FeNC. This prediction is inconsistent with
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Figure 8.1: Comparison of RPBE and RPBE+U adsorption energies for relevant

CO2R intermediates for a) DV4N b) DV2N. Insets show the corresponding

structures and mean absolute errors for both functionals. c) Projected density

of states (DOS) of DV2N structure with three functionals RPBE, HSE06 and

RPBE+U with U=2 eV ; color scheme: Blue: Carbon, Green: Nitrogen, Orange:

Iron, Black: total DOS; states near the Fermi level have been magnified for

clarity; horizontal line divides spin up and spin down states. Reprinted from

paper in Section 10.3 [56]

two sets of experimental evidence,

1. FeNC has been shown to be a good CO2R to CO catalysts, implying that

it has weak to moderate CO binding strength.

2. The adsorption energy (i.e. the internal energy) of CO extracted from

TPD experiments is between −0.6 eV to −0.8 eV.
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The binding strength of CO is considerably weaker for hybrid DFT func-

tional HSE06, which predicts CO binding to be approximately −0.5 eV for

three different site motifs. Note that the predicted energies for most of the

FeNC motifs are weaker than those on Fe(211), suggesting that the active site

for the CO2R reaction on FeNC materials is not an Fe surface (as CO would

bind too strongly).

Performing hybrid DFT calculations is infeasible for a large scale compu-

tational study. To allow for computations at reduced cost, we determine a

Hubbard-U parameters for the d-states of Fe. We find that U = 2 eV approx-

imates well the energies of different reaction intermediates in CO2R, shown in

blue in Figure 8.1(a,b) for two different site motifs; double vacancy with four

and two nitrogen atoms surrounding the metal (DV4N, DV2N respectively).

The mean absolute error for this choice of Hubbard-U parameter is 0.16 eV

lower than that from RPBE calculations (shown in red).

The reason for the improved prediction of adsorption energies by adding

a Hubbard-U to the d-states of Fe is seen in the projected density of states

in Figure 8.1c. The d-density of states in the case of RPBE are close to the

Fermi level, while the gap between the d-states for the HS06 functional is larger

(about 4 eV). Adding a Hubbard-U shifts the d-states and mitigates the self-

interaction error present in the RPBE calculation. We note that this Hubbard

U parameter was determined specifically for FeNC systems and tested for a

selection of motifs considered in this work. Careful parameterisation is needed

for other MNC systems.

8.3 Electron transfer on MNC catalysts

In this section, we show that the electron transfer to the adsorbate is adia-

batic for MNC materials under reducing conditions, as in transition metals. A

consequence of this result is that we would not have to consider separate CO∗
2

(adsorbed) and CO−
2 (unit charged) states in our computations. Instead, we

would only need to compute CO∗
2 using conventional DFT setups (as described
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Figure 8.2: Rate of electron hopping (a) for the different idealized Lorentzian

peaks shown in b. c-g, Densities of states projected onto CO2 s and/or p-states

for selected images of a CO2 adsorption climbing image nudged elastic band run

on FeNC show a short timescale of electron transfer. Insets: zoomed-in parts

of the highlighted region; red bands indicate the estimated width of the states

at the Fermi level, ϵf ; a.u. is arbitrary units. Reprinted from paper in Section

10.4 [106]

in Section 8.4).

Similar to Ref [109], we consider the rate of electron transfer to the adsorbate

based on Fermi’s Golden Rule,

rate = 2π

h̄
∆ (8.2)

where the continuous coupling element, ∆, is taken directly from the Newns-
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Anderson model in Equation 2.6. Figure 8.2a show the rate as a function of the

width of different Lorentzian functions, shown in Figure 8.2b. Even for a small

width of 0.1 eV, the rate of electron transfer is greater than 1014 s−1. This rate

is at least two orders of magnitude larger than other competing processes, such

as ion diffusion (≈ 1012 s−1).

In practice, we obtain ∆ directly from the sp projected density of states

of CO2 at the transition state of the reaction process in Reaction 8.1. Figure

8.2(c-g) shows the sp projected density of states of CO2 along the reaction

path. As the CO2 molecule approaches the surface, its sp states broaden into

resonances [25]. At the transition state, we determine the width of the peak at

the Fermi level (denoted by the red bar) to be greater than 0.1 eV, which implies

a timescale of 10−14s (timescale is inverse of rate). Through this analysis, we

conclude that the adsorption of CO2 is not limited by an electron transfer step

on MNC materials.

8.4 Potential dependent reaction energies

In this section we describe how we compute potential dependent energetics for

the reaction intermediates in CO2R to CO. We use the method of Ref [93]

and the charge transfer coefficients from Chapter 7 to determine the potential

dependence of polar intermediate CO2.

When an intermediate such as CO2 adsorbs in a bent configuration in a

finite-sized unit cell, it changes the workfunction dramatically, as large as 1-2

eV in small unit cells [93]. This alteration to the workfunction is problematic

because it prevents the computation from being done at a constant driving

force. To alleviate this problem, constant workfunction methods have been

developed, which introduces excess electrons into a DFT calculation, while pre-

serving charge neutrality by adding positive charge into a continuum placed a

suitable height above the adsorbate. However, the mismatch in capacitance of

the different charging components give rise to variations in energies amongst

different calculation setups or cell sizes, which are sometimes as large as 1 eV
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Figure 8.3: Schematic showing the multiple capacitances that have been used in

this work; qc denotes the charge for the capacitance for CO2 adsorption, while

qi denotes the charge for the capacitance from continuum charging. Reprinted

from paper in Section 10.4 [106]

[93]. One way to solve this problem is to use the effective surface charge as the

descriptor of the driving force, instead of the workfunction, since it reflects the

local interfacial field and potential drop. Here we describe these terms mathe-

matically as well as illustrate how they are used to describe CO2 adsorption.

We employ two parallel plate capacitors to describe the charge separation

arising from adsorbed CO2 (qc) and from the excess continuum charge (qi), as

shown in Figure 8.3. The integral energy, E, for this system is expressed as a

Taylor series expansion over qc and qi is written as,

E = E0 + qc
∂E

∂qc

∣∣∣∣
qc=0,qi=0

+ qi
∂E

∂qi

∣∣∣∣
qc=0,qi=0

+

q2c
2

∂2E

∂q2c

∣∣∣∣
qc=0,qi=0

+
q2i
2

∂2E

∂q2i

∣∣∣∣
qc=0,qi=0

+ qiqe
∂2E

∂qi∂qc

∣∣∣∣
qi=0,qc=0

+O(q3i , q3c ) (8.3)

Note that there has been no a priori assumption of the configuration of the

capacitors, i.e. it is not necessary that the capacitors are in series or parallel.
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Table 8.1: qc determined based on the method discussed in Chapter 7 for dif-

ferent transition metals and MNC materials. On average, it appears that qc
determined for MNC materials is larger than those on transition metal surfaces.

Transition metal qc (e) Metal-Nitrogen Carbon qc (e)

Ag(100) 0.37 Fe(1,1) 0.35

Au(100) 0.21 Ni(1,1) 0.21

Cu(100) 0.25 Ni(1,2) 0.31

Pd(100) 0.14 Fe(1,3) 0.10

Pt(100) 0.13 Fe(2,1) 0.38

Ag(211) 0.35 Ni(2,1) 0.42

Au(211) 0.30 Fe(2,2) 0.49

Cu(211) 0.22 Ni(2,2) 0.47

Pd(211) 0.13 Fe(2,3) 0.1

Pt(211) 0.09 Ni(2,3) 0.49

Fe(2,4) 0.29

Ni(2,4) 0.49

The resultant differential energy, ∆E between the two states CO2(g) and CO∗
2 is

obtained by taking the difference in energy between E(qi, qc = 0) and E(qi, qc =

qc) from Equation 8.3,

∆E = ∆E0 + qc

(
ϕ0 +

qc + qi
2AC

)
(8.4)

where ∆E0 is the energy of a hypothetical reference state consisting of all the

non-electrostatic “chemisorption” based contributions having a workfunction ϕ0,

A is the surface area of the cell and C is the capacitance of the capacitor with

charge qc (in Figure 8.3). In order to determine qc, we use the method described

in Chapter 7. Table 8.1 shows the values for a few representative transition

metals for (100) and (211) surface facets and Fe and Ni MNC materials.

Having determined qc, we use Equation 8.4 to plot the energy difference from

a DFT calculation performed with a certain qi against σ = (qi + qc) /2AC. σ is
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converted to potential using the simple capacitor relationship,

σ = Cexp (ϕ− ϕ0) (8.5)

where Cexp is the experimental capacitance, assumed throughout this work to

be 25µFcm−2. ϕ0 is the potential of zero charge of the material.

Having determined the energies as a function of potential, we now turn

to CO2R, which is a reaction network consisting of multiple proton-electron

transfers as well as adsorption of polar species. The mechanism that we choose

to describe this reaction is,

CO2(g)+
∗ ←→ COTS

2 ←→ CO∗
2 (8.6)

CO∗
2 +H+ + e− ←→ COOH∗ (8.7)

COOH∗ +H+ + e− ←→ CO+H2O (8.8)

CO∗ ←→ CO(g) (8.9)

where the potential dependence of the proton-electron pair is included through

the computational hydrogen electrode (CHE) [18]. The chemical potential of

the proton and electron is related to that of H2 at 0 V vs RHE though,

µH+ + µe− =
1

2
µH2(g)

(8.10)

Figure 8.4 shows the free energy diagram for two motifs of FeNC at three

different potentials including the equilibrium potential (−0.3 V vs SHE) and

two more representative potentials at which the reaction is expected to occur

(at −0.75 V vs SHE and −1.2 V vs. SHE). The field dependence of the polar

CO∗
2 intermediate is captured by its decreasing∆G with potential. In the case of

COOH∗ and CO∗, the free energies decrease with potential due to the increased

chemical potential of the electron as well as a (minor) field dependence.
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Figure 8.4: Free energy diagram at the theoretical equilibrium potential Ueq =

−0.3 V and at two other potentials: −0.75 V and −1.2 V vs SHE for DV4N

and DV2N vacancies at a pH of 2. Reprinted from paper in Section 10.3 [56]

8.5 Kinetic modelling of CO2R

In this section we utilise the potential dependent free energies computed in

Section 8.4 to construct a kinetic model for the CO2R reaction. We use the

reaction network in Reaction 8.6 to 8.9. Throughout this section, the turn-over

frequencies (TOF) are determined from the rates obtained from a micro-kinetic

model with rates (on a per-site basis, which is equivalent to the TOF) from

Equation 2.43,

TOF = k+
∏
i

θi
∏
j

pj − k−
∏
i

θi
∏
j

pj (8.11)

We begin by developing a kinetic model for FeNC materials and comparing

our results with available experiments. We then broaden the analysis to include

transition metals and other MNC materials through a potential dependent vol-



114 Chapter 8. Dipole-field interactions

cano for CO2R.

8.5.1 FeNC catalysts

Figure 8.5: a) TOF taken from two publications - Strasser et al. [110] and Hu

et al. [60]; current densities were converted to TOF by assuming all iron sites

were involved in catalytic activity b) TOF obtained from mean-field microkinetic

modelling; TOFs are normalized to the activity at −0.6 V vs. SHE, to emphasize

relative trends. Reprinted from paper in Section 10.3 [56]

Experimentally determined pH-dependent rate measurements strongly sug-

gest that proton-electron transfer is not involved in the rate limiting step for

FeNC catalysts [60, 110]. Plotted on an SHE scale, Figure 8.5a, taken from Ref

[110], shows that the experimental rates (converted to TOF assuming all sites

are exposed on the surface) are independent of pH. If the rates of reaction are

dependent only on an absolute scale, it would imply that the rate limiting step

does not include a proton. This condition is reflected only in Reaction 8.6 for

CO2 adsorption. Note that this condition does not hold for CO desorption in

Reaction 8.9 as the coverage of CO is dependent on the previous proton electron

transfers. This finding is consistent with the free energy diagram in Figure 8.4,

where the reaction intermediate of CO2 has the highest free energy for all the
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relevant potentials.

Based on the free energies in Figure 8.5 and the TOF expression in Equation

8.11, we compute the potential dependent TOF in Figure 8.5b. We compute

the Tafel slope (dashed line in Figure 8.5b) and compare it with those obtained

from the experimental TOF in Figure 8.5a. Hu et al. [60] observe Tafel slopes

of 80 mV/dec for the more active sample and 126 mV/dec for the less active

one. This difference is captured in our simple two-site model, with DV4N being

significantly more active than DV2N. Strasser et al. also observe Tafel slopes of

close to 200 mV / dec, which is similar to that obtained for DV2N.

Since CO2 adsorption is the rate limiting step, the Tafel slope corresponding

to activity from a given site is determined by the corresponding adsorbate dipole

as follows [37]

Tafel slope−1 =
∂log(TOF)

∂Φ
=
∂log(TOF)
∂∆GCO2

d∆GCO2

dΦ
(8.12)

= − 1

kBT

d∆GCO2

dσ

dσ

dΦ
= − 1

kBT

d∆GCO2

dσ
C (8.13)

=
1

kBT

C

ϵ
µ (8.14)

where ϵ is the permitivity of free space and ∆GCO2
is the free energy of CO2

adsorption. Thus, larger the dipole moment, smaller the Tafel slope.

CO∗
2 at DV4N has a larger dipole moment as compared to that at DV2N.

This is consistent with the lower Tafel slope obtained in the case of DV4N over

DV2N as shown in Figure 8.5b. Since pyrolysis is the experimental method

of choice to generate these catalysts, it is not yet possible to obtain atomic

precision over the active site. To show how the slope shifts when multiple sites

are contributing to the activity, we show the case of 10% DV4N and 90% DV2N

sites, which gives an intermediate Tafel slope.

8.5.2 Au, NiNC and CoPc catalysts

We now present a few more examples of pH dependent rates from our compu-

tations and compare them against pH-dependent experiments. To simplify our
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Figure 8.6: Free energy diagram of CO2 to CO for a) Au(211) at U = −0.6,−0.8

and −1.0 V vs. SHE b) FeNC c) NiNC d) CoPc adsorbed on graphene at

U = −0.8 V vs. SHE with pH=2; schematics of the calculated surfaces are

shown above their respective free energy diagrams, with the four double-vacancy

MNC. Experimental current densities plotted against NHE potential for e)

poly-crystalline Au (from Ref [111]) f) FeNC (from Ref [59, 60]) g) NiNC (this

work,[106]) h) CoPc on CNT (this work, [106]) Reprinted from paper in Section

10.4 [106]

analysis, we assume that the barriers for each step are approximated by the free

energies of the different reaction intermediates.

With the same arguments as in Section 8.5.1, where we showed that the

FeNC catalysts were limited by the CO∗
2 adsorption step, NiNC catalysts and

supported CoPc catalysts are limited by the CO∗
2 → COOH∗ step. Figure

8.6c shows the free energy diagram for NiNC catalysts computed at −0.8 V vs.

SHE and a pH of 2 for various nitrogen coordination around the metal centre
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for double vacancies (DVs). All the NiNC catalysts investigated, except for

NiN2, are limited by COOH∗ formation, consistent with the pH dependence of

experimental rates, as shown in Figure 8.6g. Similarly, supported CoPc catalysts

also have COOH∗ formation as the rate-limiting step, as shown in Figure 8.6d,

which are also seen in the pH-dependent experiments shown in Figure 8.6h.

Finally, analogous to FeNC catalysts, Au(211) is limited by CO2 adsorption

(seen in the pH independence of rates in Figure 8.6e).

In summary, through a combination of pH and potential dependent compu-

tations, we predict the rate limiting step of CO2R to CO on Au, FeNC, NiNC

and CoPc catalysts. These predictions are in line with pH dependent experi-

ments on the same catalysts.

8.5.3 Activity volcano of CO2R to CO

In order to generalise the findings of pH dependence and potential dependent

rates in the previous section, we consolidate all our findings in the form of an

activity volcano shown in Figure 8.7. The rate map is defined based on the

scaling line of the transition metal (211) surface facet. The CO adsorption

energies are incorporated in Figure 8.7 through the scaling of COOH∗ and CO∗

intermediates.

Figure 8.7 presents a simple scheme to determine the rate limiting step using

computed CO∗
2, COOH∗ and CO∗ free energies. If the point lies below the parity

line, then the COOH∗ formation step is rate-limiting. Meanwhile, if it is above

the parity line, CO∗
2 adsorption is rate limiting. At very negative adsorption

energies, the surface is poisoned by CO, as shown in Figure 8.7b, which leads

to CO∗ desorption being rate limiting on TMs, such as Pd and Pt. All the

transition metal (211) facets lie above the parity line, which indicates that CO2

adsorption or CO desorption is rate limiting at the studied potentials.

The activity volcano in Figure 8.7 serves as a template for computational

screening studies using two descriptors, ∆GCO2
(which incorporates the dipole

of CO∗
2) and ∆GCOOH.
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Figure 8.8: Vacuum dipole moments for (211) and (100) Tm surfaces (blue)

and Fe and Ni MNCs (red). The MNC materials (first index indicates the type
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substituting N atoms) have larger dipole moments as compared with those of

the transition metals. b) Charge density difference plot for CO2 adsorbed on

NiN4. c) Density of states projected onto the s and p states of CO∗
2 (green) and

the d states of the transition metals (purple) show that the adsorbate states are

much narrower on MNC materials than they are on transition metals. Reprinted

from paper in Section 10.4 [106]

MNC catalysts deviate from the transition metal (211) scaling line (Figure

8.7a). In this section we show that this deviation originates from the large

surface dipole moments of CO2 on MNC materials.

Figure 8.8b shows the charge density difference of CO∗
2. The dipole moment

caused by such a charge density distribution is given by,

µ =

∫
ρdz

where µ is the dipole moment and ρ is the charge density and z is the axis
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of integration. Figure 8.8a shows the computed dipole moment for transition

metals and MNC materials. MNC catalysts (red) have substantially larger CO2

dipole moments as compared to those on transition metals (blue).

We rationalise this difference in dipole moments of CO2* based on differences

in its computed sp projected density of states. The interactions between an

adsorbate and a surface is determined by both the position and shape of the d

states, and is reflected in the width of the sp adsorbate states (shown in Figure

8.8c).

In FeN4 and NiN4 catalysts, the narrow sp states of CO∗
2 mean they resemble

those of their molecular counterpart, which indicates poor hybridization with

the surface. Poor overlap between the s, p states close to the Fermi level of CO2

and the d states of the surface means that there is a greater charge polarization

between the two poles, i.e. a larger dipole. The same effect is present to a lesser

extent on the weakly binding metals, Ag and Au, which, in comparison with

the strongly binding ones, have slightly narrower d states and correspondingly

slightly larger dipole moments. In the strongly binding Pt and Pd catalysts, the

broadened states indicate a large interaction, and a lower charge polarization

results from the mixing of adsorbate states with those of the surface and a lower

resultant surface dipole. Overall, the trends in the width of the sp projected

density of states of CO∗
2 are consistent with the larger dipole moments of MNC

catalysts.

8.7 Conclusion and outlook

In this chapter we studied the role of dipole-field interactions in the CO2R reac-

tion on transition metal and MNC catalysts. We benchmark our computational

setup against available TPD experiments and proposed a Hubbard-U parameter

for FeNC systems. We described how the methodology in Chapter 7 is applied

to obtain potential dependent reaction energies. Through a combination of pH

and potential dependent kinetic modelling and DFT calculations, we propose

that the rate limiting step of CO2R is CO2 adsorption for transition metals and
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FeNC catalysts and COOH formation for NiNC and supported CoPc catalysts.

Our computational rate limiting step predictions are in line with available ex-

periments for Au, FeNC, NiNC and CoPc catalysts. Finally, we suggest that

the large surface dipole moments created by CO2 adsorption on MNC materials

are responsible for their increased activity. We rationalise this finding based

on the narrow d-states of MNC catalysts as compared to the broader d-states

of transition metals. Our results suggest that materials with similarly narrow

d-states could also have large dipole moments, such as molecules and clusters,

other 2d materials and ionic compounds.

8.8 Computational methods

Density functional theory calculations were carried out using the Vienna Ab-

Initio Software Package (VASP) [61]. Implicit solvation and counter charge was

added to calculations by using VASPsol [112]. Core electrons were described

using Projector Augmented Waves (PAW) potentials [62]. Valence electrons

were described by plane waves with kinetic energy up to 500 eV. Gaussian

smearing with a width of 0.1 eV is used. The RPBE [25] functional was used

for GGA-DFT calculations, while the HSE06 [67, 68] functional was used for

hybrid calculations. Single-point energies with HSE06 functional on RPBE+U

geometries are reported throughout the text. Hubbard-U corrections were added

to the d-orbitals of iron using the implementation of Dudarev [69].

Single layer 3x3 graphene was used as a model system [57]. Structures

were prepared using the Atomic Simulation Environment [63]. The lattice for

undoped graphene was optimized using a 12x12x1 Monkhorst-Pack [64] k-point

mesh. The 3x3 single layer graphene structures were made with the obtained

lattice parameter. All structures were then treated with 4x4x1 Monkhorst-Pack

[64] k-point mesh with at least 16 Å of vacuum. Depending on the vacancy

type, carbon atoms in the graphene structure were replaced by nitrogen and

iron atoms. The structure obtained after creating vacancies and doping was

subjected to an optimization of both position and lattice constants ( VASP [61]
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keyword ISIF = 3 ) before adding an adsorbate to the unit cell. All geometries

are optimized until forces are less than 0.025 eVÅ−1. Transition state geometries

and energies were obtained by using the Climbing Image Nudged Elastic Band

(CI-NEB) [27] implemented within VASP. Forces on the climbing image were

considered as converged if they are lower than 0.05 eVÅ−1. The density of

states for transition states were obtained by carrying out a single-point with

HSE06 at the image associated with the transition state with an 8x8x1 k-point

mesh and Gaussian smearing of 0.1 eV.
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Final remarks

In this PhD thesis, we presented a series of theoretical and computational studies

on the CO2R reaction to CO. The central theme linking all chapters of this thesis

is the chemisorption of small molecule adsorbates on different surfaces in various

environments.

In Chapter 4 we studied the chemisorption of CO on gold surfaces. We devel-

oped a method to determine the chemisorption energy from TPD experiments

and compared the result with DFT calculations. In Chapter 5 we developed a

general model of chemisorption of small molecules on transition metal surfaces,

combining the Newns-Anderson model of hybridisation contributions with an

effective term for repulsive orthogonalisation contributions. We applied our

model to understand scaling relations between carbon and oxygen adsorbed on

late transition metals. In Chapter 6, we studied how the chemisorption of species

is affected by the presence of another, competing species. As an example of this

effect we studied competition of water and CO for surface sites of stepped and

terrace gold surfaces. We found that interfacial water weakens CO binding on

steps, while leaving terrace binding strength relatively unchanged.

We then moved on to processes occurring in electrochemistry. In Chapter

7 we developed a method to obtain charge transfer coefficients from DFT cal-

culations, without the need for multiple cell size computations. We applied

123
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this method in Chapter 8 to study CO2R to CO on transition metals and sin-

gle atom, graphene doped catalysts. We found that large dipoles of CO2 on

graphene doped catalysts are stabilised by the presence of an interfacial field

near the electrode surface, leading to more active catalysts for the CO2R reac-

tion. We presented two simple descriptors to gauge the activity towards CO2R

to CO, namely ∆GCO2
and ∆GCOOH which can be used as a basis to compu-

tationally screen for new catalysts.
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desorption experiments†

Sudarshan Vijay, a Henrik H. Kristoffersen, a Yu Katayama, bc

Yang Shao-Horn, bde Ib Chorkendorff, f Brian Seger f and Karen Chan *a

We present a scheme to extract the adsorption energy, adsorbate interaction parameter and the

saturation coverage from temperature programmed desorption (TPD) experiments. We propose that the

coverage dependent adsorption energy can be fit using a functional form including the configurational

entropy and linear adsorbate–adsorbate interaction terms. As one example of this scheme, we analyze

TPD of CO desorption on Au(211) and Au(310) surfaces. We determine that under atmospheric CO

pressure, the steps of both facets adsorb between 0.4–0.9 ML coverage of CO*. We compare this result

against energies obtained from five density functionals, RPBE, PBE, PBE-D3, RPBE-D3 and BEEF-vdW.

We find that the energies and equilibrium coverages from RPBE-D3 and PBE are closest to the values

determined from the TPD.

In the past two decades, heterogeneous catalysis has seen
tremendous growth in the use of density functional theory
(DFT) for mechanistic analysis and computational catalyst
discovery.1 These efforts require accurate descriptions of
adsorption energies of key reaction intermediates. DFT
functionals have been benchmarked against experiments and,
in general, DFT-predicted adsorption energies with workhorse
GGA-level functionals are accurate to 0.2 eV.2 However, bench-
mark datasets do not typically include noble metals such as
gold, which are good catalysts for a variety of thermal and
electrochemical catalytic reactions.3

Benchmark DFT datasets are generally determined from
three experimental techniques: single-crystal adsorption calori-
metry (SCAC), equilibrium adsorption isotherms (EAI) and
temperature programmed desorption (TPD) experiments.2–6

SCAC measurements have been shown to be reliable, precise
and are an unambiguous way of determining adsorption
energies.7 EAI requires reversible adsorption–desorption but
experiments can be fit in a comparatively straightforward
manner by using the Clausius–Clapeyron expression.6 In
comparison, TPD provides more features, but requires fitting
techniques and interpretation of the underlying kinetics to
extract adsorption energies. While TPD requires more analysis
than the other two methods, its use is widespread and certain
systems relevant to heterogeneous catalysis are characterized
only by this methodology.8,9 Thus, simple and precise methods to
obtain quantities from TPD to benchmark against computations
are valuable.

The central fitting equation for first order desorption TPD is

an Arrhenius type relationship, rate ¼ n Tð Þexp � Gd

kBT

� �
y,

which relates the rate to an empirical pre-factor, n(T), the
desorption energy, Gd and the coverage y. The most commonly
used, and simplest method, applies the Redhead equation10 in

its linearized form, Gd ¼ kBTp ln
nTp

b
� 3:64

� �
, to relate peak(s)

in the TPD, Tp, to the adsorption energies on various sites for a
given rate of heating, b. The Redhead equation is derived with
the assumption that Gd is independent of coverage and
assumes a constant, temperature-independent n. Alternative
techniques, such as Complete Analysis, fit a line to ln(rate) vs.
1/T. However, the obtained energies from the analysis have no
coverage dependence.11 A more detailed method was provided
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by ref. 12, where a temperature-independent n and a function
Gd(y) is fitted to all points from a series of TPD plots. Another
approach is to generate TPD curves by the kinetic Monte Carlo
methodology, which simulates the TPD experiment based on an
idealized rate expression.13–15 This rate expression can include
adsorption energies, adsorbate–adsorbate interaction parameters,
diffusion of adsorbates on the surface, amongst others. If the
parameters used in the rate expression are obtained from DFT,
the simulated TPD curves can be benchmarked against
experimental TPD. Other models might assume a variable
reaction order to fit adsorption isotherms (such as the Temkin
isotherm), however that might lead to misinterpretation of the
underlying kinetics.

In this work, we present a method to extract not just
adsorption energies, but also adsorbate–adsorbate interaction
parameters and adsorbate saturation coverages directly from
fits to TPD. In contrast to other methods, in this approach we
explicitly account for a temperature dependent pre-factor and a
coverage dependent desorption energy term. The coverage
dependence in the adsorption free energy of binding arises from
both configurational entropy and linear adsorbate–adsorbate
interactions. These effects are relevant at low and high
coverages, respectively, and accounting for them allows us to
fit the entire TPD peak, even in cases where it overlaps with other
peaks. We benchmark the resultant adsorbate–adsorbate inter-
action parameters against computations. We illustrate the use of
this method for reported TPD data for CO adsorbed on Au(211)
and Au(310) stepped single crystal facets. We find an adsorption
energy of 0.45 eV for on stepped sites at zero coverage, which
differs from that of a Redhead analysis by approximately 0.1 eV,

which is the accuracy that is expected from density functionals
commonly used to study CO adsorption.16,17 Furthermore, we
determine that the equilibrium coverage is between 0.4 to 0.9 ML
of CO on step sites. We compare the adsorption energies and
equilibrium coverages against five density functionals and find
that RPBE-D3 and PBE are the closest to the TPD value, PBE-D3
overestimates the binding strength, while BEEF-vdW and RPBE
underestimate it.

CO on Au

To illustrate the application of our fitting method, we investigate
CO adsorption on Au(211) and Au(310) steps. In this system the
adsorbate–adsorbate interactions and configurational entropy are
particularly important because large CO coverages may be present
at the low temperature range of the TPD, while a very small
coverage is expected at the high temperature range. Furthermore,
CO binding on metals is a known challenge for DFT due to
incorrect alignment of the 2p* state.18 Fig. 1(a) and (d) show
previously reported CO TPD data on Au(211)9 and Au(310).19 Note
that we subtracted the baseline signal of CO desorption using an
exponential decay function to the tail of this the curves20 (see Fig.
S1, ESI†). This background signal can arise from, for example, the
desorption of CO from the walls of the apparatus.

As Fig. 1(c) and (f) illustrate, Au(211) consists of a three-
atom-wide (111) terrace and a (100) step, which we will refer to
as the (111)terrace and (100)step. Au(310) consists of a three-atom-
wide (100) terrace and a (110) step, which we refer to as
(100)terrace and (110)step, respectively.

Fig. 1 (a and d) Background corrected rates of CO desorption from TPD experiments in previous work for Au(211) from ref. 9 and Au(310) ref. 19 site
motifs assigned to each peak are labelled directly in the figure; (b and e) Gd as a function of the relative TPD coverage under vacuum conditions for the
Au(100)step and Au(110)step; the dashed line indicates the best fit to the points (c and f) schematic of (211) and (310) surfaces.
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Peak assignments in TPD curves

In Fig. 1a we assign the peaks at lower temperatures to
(111)terrace and higher temperatures to the less coordinated,
stronger binding (100)step sites. Similarly, in Fig. 1d we assign
the low temperature peaks to (100)terrace sites, and the high
temperature peaks to the (110)step.

How to extract adsorption energies
and equilibrium coverages from fits of
TPD curves

In what follows, we detail how we extract the free energy of CO
adsorption, DGCO*, from fitting kinetic parameters to TPD
corresponding to different sites. Broadly, the strategy is to
decompose Gd, the free energy of desorption, into its individual
components. We then translate DGCO* into an equilibrium
coverage, on each of these sites under atmospheric pressure
and a temperature of 300 K. We do so to compare results from
DFT calculations with the quantities obtained from the TPD.
In line with commonly used notation, we denote variables with
a G as free energies and variables with E as internal energies.

We assume desorption to be a first order kinetic process
with no readsorption (i.e. it is irreversible), which has the
following rate:

dyrel Tð Þ
dt

¼ kBT

h
exp �Gd yrel;Tð Þ

kbT

� �
yrel Tð Þ (1)

where Gd(yrel,T) = GCOTS � GCO* is the free energy barrier for CO
desorption, and is the relative coverage of CO at temperature T,
obtained by

yrel Tð Þ ¼

ðT
Tmin

dy
dT

dT

ðTmax

Tmin

dy
dT

dT

¼ y
ysat

(2)

We obtain relative coverages here from TPD, since the coverage
determined through integrating under a TPD rate curve
provides a value relative to a maximum coverage ysat for the
given initial exposure, yrel = y/ysat, where y is the real coverage
in monolayers (ML). Note that here we are considering a
temperature-dependent prefactor, kBT/h, from transition state
theory,21 and a coverage-dependent Gd. One approach is to take
out the entropic terms from the exponential in eqn (1), which
leads to the Gd(yrel,T) being replaced by Ed(yrel), the internal
energy plus the zero-point energy. However, we will keep
Gd(yrel,T) within the exponential so that we can then expand
it into its constituents.

By fitting eqn (1) and (2) to the rates in Fig. 1(a) and (d) we
obtain Gd(y,T). Fig. 1(b) and (e) shows the resultant Gd(y,T) vs.
yrel for (100)step and (110)step sites, under vacuum conditions
(we discuss (111)terrace and (100)terraces in ESI† Note 1; briefly,
adsorbates on terraces interact with those on step sites, which
hinders accurate determination of adsorption energies on
terraces from the TPD). At very low coverages, the divergent

configurational entropy (detailed below) causes a sharp
increase in desorption free energy. As the coverage increases,
the binding strength weakens slightly due to adsorbate–
adsorbate interactions, which decreases the desorption energy.

The Gd, in terms of internal energies and entropies, is as follows:

Gd ¼GCOTS�GCO� ¼ ðECOTS�TSharm
COTSÞ�ðECO� þby�TSharm

CO� Þ

þDZPE�TDSconfig

(3)

where is the internal energy of the surface with CO at the
transition state, ECO* is the internal energy of the adsorbed
state at dilute coverage with y - 0, Sharm

x the vibrational
contributions to entropy for state x as determined using the
harmonic approximation, b is a CO–CO interaction parameter
which accounts for the decrease in desorption energy with
increasing y, DZPE and DSconfig are the difference in zero point
energy and configurational entropy between COTS and CO*,
respectively. While we use a simple linear model (see ESI,† Note 1)
for adsorbate–adsorbate interactions through by, more complex
models can be used if needed by appropriately changing the
functional form of eqn (3). We note that adsorbate–adsorbate
interaction parameters can also be introduced into the Redhead
analysis framework. Furthermore, all the interactions in eqn (3)
can be included into a kinetic Monte Carlo setup. In this work, we
use the presented mean-field framework to fit the TPD directly,
which we compare directly to coverage-dependent adsorption
energies computed with DFT.

In order to obtain DGCO* from Gd, we assume the following:
(1) The internal energy of the transition state (ECOTS) is well

approximated by that of CO(g), ECOTS E ECO(g) + E*, where
E* is the internal energy of the clean slab (evaluated in
ESI,† Note 2).

(2) The vibrational and rotational entropic contributions
associated with the transition state of CO desorption,

Sharm
COTS are approximated by those of CO*, Sharm

CO� , since

COTS lies very close to the surface, i.e., Sharm
COTS � Sharm

CO� .

These two assumptions simplify eqn (3) to a function only of
thermodynamic parameters:

Gd E ECO(g) + E* � ECO* � by + DZPE � TDSconfig

(4)

We define DEy-0 = ECO(g) + E* � ECO* + DZPE, DEy-0 is the
desorption energy of CO at the limit of y - 0, which is
independent of y. Along with the y-dependence of DSconfig, Gd

from eqn (4) becomes a function only of y (the true coverage) or
yrel (the relative coverage) and T:

Gd y;Tð Þ �DEy!0 � by� kbT ln
y

1� y

� �
¼ DEy!0 � byrelysat

� kbT ln
yrelysat

1� yrelysat

� �

(5)

We apply the right hand side of eqn (5) to fit the curves in
Fig. 1(b) and (e). The resultant DEy-0 are shown in Fig. 2a as a

PCCP Paper

Pu
bl

is
he

d 
on

 1
5 

O
ct

ob
er

 2
02

1.
 D

ow
nl

oa
de

d 
by

 D
T

U
 L

ib
ra

ry
 o

n 
1/

24
/2

02
2 

7:
21

:1
3 

A
M

. 
View Article Online



This journal is © the Owner Societies 2021 Phys. Chem. Chem. Phys., 2021, 23, 24396–24402 |  24399

function of initial exposures. Within error bounds, DEy-0 does
not vary with exposure, which is consistent with DEy-0 having
no dependence on coverage. Another parameter that can
be changed in experiments to show the invariance of DEy-0

is the ramp rate, dT/dt. The other two contributions to Gd(y,T)
are shown in Fig. 2b. The configurational entropy term
shows a large contribution only at very low coverages, while
the interaction term contributes at higher coverages. The
fit parameters, b and ysat, are tabulated in ESI,† Note 3.
We note that while eqn (5) might work well for most surfaces,
it does not account for dissociation of reactants on the surface.
This additional reaction can be added to eqn (5) in the form
of an additional knyn, where n is the order of the surface
reaction and might be particularly relevant for high
temperature TPD.

To obtain the equilibrium y(T,pCO), we translate Gd(y,T)
into the free energy of adsorption, DGCO*(y,T), by adding
the difference in the entropic contributions arising from CO*,

Sharm
CO� , and CO(g), Sideal

CO gð Þ, as well as the pressure of CO(g), pCO:

DGCO� y;Tð Þ � �Gd y;Tð Þ � T Sharm
CO� � Sideal

CO gð Þ

� �
� kbT ln pcoð Þ (6)

We obtain Sharm
CO� and Sideal

CO gð Þ with calculations of vibrational fre-

quencies from DFT (tabulated in the Table S1, ESI†). Combining
eqn (5) and (6), we obtain DGCO*(y,T) in terms of fitted para-
meters from Gd(y,T):

DGCO� y;Tð Þ��DEy!0þbyþkbT ln
y

1�y

� �
�T Sharm

CO� �Sideal
CO gð Þ

� �

�kbT ln pcoð Þ
(7)

We solve eqn (7) numerically for the equilibrium y(T), under the
equilibrium condition DGCO*(y,T) = 0. Fig. 3 shows the equili-
brium y(T) for pCO(g) = 1 bar as a function of T for all exposures.
Given that 1 ML (monolayer) corresponds to complete coverage
of sites, all exposures on both (100)step and (110)step sites show
approximately a coverage of between 0.4 to 0.9 ML present on

both (211) and (110) surfaces at a temperature of 300 K and
pressure of 1 bar CO(g).

As a side note: the DGCO*(y,T) = 0 condition gives rise to a
physically intuitive adsorption isotherm expression.22 At stan-

dard conditions, y ¼ 1

2
and pco = 1 bar, we define DG

y¼1
2
¼

�DEy!0 þ
b

2
� T Sharm

CO� � StotalCO gð Þ

� �
and write eqn (7) in terms of

DG
y¼1

2
:

DGCO� y;Tð Þ ¼ DG
y¼1

2
þ b y� 1

2

� �
þ kbT ln

y
1� y

� �

� kbT ln pcoð Þ (8)

With DGCO*(y,T) = 0 in eqn (8), the equilibrium y can be
expressed implicitly in terms of the equilibrium constant,
K(y,T), in the form of an adsorption isotherm:

y T ;pCOð Þ¼
K y;Tð ÞpCO

1þK y;Tð ÞpCO
; K y;Tð Þ¼ exp �

DG
y¼1

2
þb y�1

2

� �

kbT

0
BB@

1
CCA

(9)

Fig. 2 (a) Desorption energy corresponding to dilute coverages, DEy-0 of CO for (100)step and (110)step as a function of the initial exposure in Langmuir
in the TPD experiment. Error bars show errors from the fit determined as the mean error of the residual; (b) contributions of the configurational entropy
(solid lines) and CO–CO adsorbate–adsorbate interaction (dashed-lines) to the total desorption energy Gd based on the fitting equation described in
eqn (5).

Fig. 3 Equilibrium coverage of CO as a function of the temperature at 1 bar
CO(g) pressure for both surface facets (211) and (310) for all considered initial
exposures. The dashed black line shows the equilibrium coverage at 298.15 K.
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Comparison of TPD-derived and DFT
adsorption energies

We evaluate the DEy-0 and equilibrium y from TPD against
GGA-DFT calculations of adsorbed CO on Au(111), Au(100)
terraces and Au(110), Au(211), Au(310) stepped facets (see ESI,†
Note 2). By varying the number of CO* within the periodic unit
cells in our simulations, we calculate two quantities – 1) DE +
DZPE, which can be directly compared with DEy-0 2) DGdiff, the
differential CO adsorption free energy at various coverages:

DGdiff ¼
GmCO� � GnCO� � mCO � nCOð ÞGCO gð Þ

mCO � nCO
; (10)

where GxCO
is the free energy corresponding to a state with x

adsorbed CO* and GCO(g) is the free energy of CO(g). Analogous
to how it was defined for the TPD experiment in eqn (2), we
define the coverage y as the number of CO* per step atom for
the (211) and (310) facet. We report both DE + DZPE and DGdiff

as a function of y in Fig. 4a and b for all facets considered and
for five density functionals, namely RPBE (cyan), PBE (grey),
RPBE-D3 (pink), PBE-D3 (grey) and BEEF-vdW (brown); overall,
we see the increase in DGdiff with increasing y, which arises
from increasing adsorbate–adsorbate interactions.

We indicate the DEy-0 obtained from TPD for (100)step and
(110)step facets in Fig. 4a and b by the light blue and red bands
(the width indicates the uncertainty arising from fits to differ-
ent exposures). In the low coverage regime, all the functionals
are within 0.2 eV of DEy-0. RPBE-D3 and PBE are the closest to
the TPD estimates in the low coverage region. RPBE and BEEF-
vdW, underestimate binding of CO while PBE-D3 overestimates
it. In comparison, the Redhead analysis (see ESI,† Note 1), gives
a DEy-0 = 0.58 eV, which differs from DE + DZPE obtained from
our analysis by 0.1 eV in the stronger binding direction.
The difference between the values obtained from our approach
as compared to that from a standard Redhead analysis is small
and our analysis suggests that using the latter for simple
estimation of the adsorption energies might be reasonable.
We note however, that using the adsorption energy from a
Redhead analysis would predict complete saturation of the

surface (since it predicts stronger binding than our approach).
Thus, for cases where it is critical to determine the equilibrium
coverage, we believe that methodologies that account for coverage
and configurational effects, such as the one presented in this
work, should be used.

We also determine a GGA-DFT predicted equilibrium y from
the data in Fig. 4b. The equilibrium y is highest coverage
reached where the differential free energy of adsorption is zero:

DGdiff = 0, (11)

and is shown in Fig. 4c as a black line. The free energy includes
the entropy of gas phase and adsorbed CO as well as its
configurational entropy. The computed equilibrium y is about
0.5 ML for RPBE-D3 and PBE, which is very close to the lower
bound of the estimate determined from the TPD. RPBE and
BEEF-vdW show almost no coverage of CO (given by their very
positive DGdiff, while PBE-D3 shows a coverage of greater than
0.5 ML.

Overall, the energies obtained from the above TPD analysis
and some of the DFT functionals suggest that CO binds to the
step sites of Au(211) and (310)/(110) at standard temperature,
298.15 K and pressure of 1 bar CO(g).

Conclusions

CO adsorption on Au(211) and Au(310) surfaces are investigated
using TPD and DFT calculations. We establish a methodology
to extract adsorption energies and equilibrium coverages using
TPD and benchmark the obtained values with DFT calculations.
The approach involves fitting the desorption energy from
experimental TPD to a functional form that includes the
adsorption energy as a function of the entire range in coverage,
through the configurational entropy and a linear adsorbate–
adsorbate interaction term. This treatment is in contrast to the
Redhead analysis which assumes coverage independent
adsorption energies. We find under standard conditions with
1 bar CO and 298.15 K, 0.4–0.9 ML of CO may be present on
the Au steps. Furthermore, we show that for Au step sites,
computed adsorption energy and equilibrium coverages from

Fig. 4 DFT calculated adsorption energies as a function of the step coverage on (a) 211 (b) 310 (c) differential free energies for CO adsorption; all points
at the different coverages are for the most stable adsorption site; in (a and b) the colored bands indicate DEy-0 obtained from the TPD analysis for each
facet, and the purple dashed line the value from Redhead analysis.
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the RPBE-D3 and PBE functionals are in good agreement with
TPD extracted values.

Computational methods

Density functional theory calculations were performed using
Vienna ab initio Software Package (VASP).23 Core electrons were
described using Projector Augmented Waves (PAW)24 potentials.
Valence electrons were described using plane-waves with kinetic
energy up to 500 eV. Gaussian smearing with a width of 0.1 eV
was used. The functionals used in this work were BEEF-vdW,4

RPBE,25 PBE,26 RPBE-D3,27 PBE-D3.27

Structures were prepared using the Atomic Simulation
Environment (ASE).28 The lattice constant of gold was optimized
using a 12 � 12 � 12 Monkhorst–Pack29 k-point mesh grid.
Slabs four layers thick were made (211) and (310) facets were
constructed, with the bottom two layers kept fixed. For the (211)
surface, (1 � 3), (2 � 3), (3 � 3), (4 � 3) and (5,3) cells were used
with k-points (12,4,1), (6,4,1), (4,4,1), (3,4,1) and (3,4,1) respectively.
For the (310) surface (1 � 4), (2 � 4), (3 � 4), (4 � 4) and (5,4) cells
were used with k-points (12,6,1), (6,6,1), (4,6,1), (3,6,1) and (3,6,1)
respectively. All calculations were run using AiiDA, which keeps
track of the provenance of each result.30

Static adsorption energies for CO were calculated on all
unique surface sites on each facet. Initial structures were
generated using pymatgen.31 All geometries were optimized
until forces on all atoms was less than 0.025 eV Å�1. Vibrational
frequencies were computed using a finite difference method as
implemented in VASP (IBRION = 5).

Code availability
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ABSTRACT: We present a joint theoretical−experimental study of CO coverage and facet
selectivity on Au under electrochemical conditions. With in situ attenuated total reflection
surface-enhanced IR spectroscopy, we investigate the CO binding in an electrochemical
environment. At 0.2 V versus SHE, we detect a CO band that disappears upon facet-selective
partial Pb underpotential deposition (UPD), suggesting that Pb blocks certain CO adsorption
sites. With Pb UPD on single crystals and theoretical surface Pourbaix analysis, we eliminate
(111) terraces as a possible adsorption site of CO. Ab initio molecular dynamics simulations of
explicit water on the Au surface show the adsorption of CO on (211) steps to be significantly
weakened relative to the (100) terrace due to competitive water adsorption. This result suggests
that CO is more likely to bind to the (100) terrace than (211) steps in an electrochemical
environment, even though Au steps under gas-phase conditions bind CO* more strongly. The
competition between water and CO adsorption can result in different binding sites for CO* on
Au in the gas phase and electrochemical environments.

■ INTRODUCTION

Gold nanoparticles are highly active catalysts for a variety of
thermal and electrocatalytic reactions. As a thermal catalyst, Au
is excellent for CO oxidation,1 whereas under electrochemical
conditions, Au is the most active catalyst for CO2 reduction
(CO2R) to CO and is among the most active catalysts for CO
and alcohol electro-oxidation.2 Despite the apparent simplicity
of many of these reaction processes, their mechanisms remain
contentious.3−7 The determination of relevant adsorbate
coverages in situ, especially under electrochemical conditions,
remains an open challenge. Computational mechanistic
investigations have recently begun to include the impact of
solvation and field, which can have a critical impact on reaction
energetics.8−11

This work presents a combined theoretical and experimental
investigation of the binding characteristics of CO on Au under
electrochemical conditions. To investigate the adsorption sites
in an electrochemical environment, we performed surface-
enhanced IR spectroscopy on polycrystalline gold and detected
a CO band with a signal maximum at 0.2 V versus SHE. This
band disappears in the presence of lead, which we attribute to
the disappearance of the signal to cause blocking of the CO
adsorption sites. Using cyclic voltammograms (CVs) of lead
underpotential deposition (UPD) on single crystals along with
computational Pourbaix analysis, we narrow the adsorption site
possibilities to open motifs such as (100) terraces or (211) and
(110) steps. To gain further insights into which sites could
adsorb CO in an electrochemical environment, we perform
density functional theory (DFT) calculations in the gas phase
and in the presence of an explicit solvent. In vacuum, DFT
calculations and temperature-programmed desorption spec-

tra12 show CO to bind more strongly on steps. In contrast, ab
initio molecular dynamics simulations on (100) and (211)
surfaces with explicit water suggest that competitive adsorption
of water significantly destabilizes CO on the (211) step,
making it more likely to bind to the (100) terrace instead of the
(211) step. This analysis demonstrates the need to consider
the effect of competitive adsorption of water since Au and
other transition metals may not bind CO on the same sites in
the gas phase and electrochemical environments.

■ RESULTS AND DISCUSSION

CO Adsorption with Lead UPD. To probe the adsorption
of CO under an electrochemical environment, we performed in
situ attenuated total reflection surface-enhanced IR spectros-
copy (ATR-SEIRAS) in conjunction with Pb UPD on an
electroless-deposited polycrystalline Au film in a 0.1 M HClO4
electrolyte (see details in Supporting Information Note 1). The
spectro-electrochemical cell was initially purged with 1 bar of
Ar, and a spectral background was acquired. The cell was then
purged with 1 bar of CO. This procedure resulted in a single
vibrational band for CO adsorbed on Au at 2128 cm−1 (at
+0.634 V vs SHE). We note that CO is well known to form Ni
and Fe carbonyls when transferring through stainless-steel
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pipes as was carried out in this work. However, the CO
adsorption peak on Au at ∼2100 cm−1 has been shown to be
present even in the absence of bubbled CO (CO was produced
via electroreduction of CO2).

13 Because of this observation, we
attribute the CO adsorption peak to its adsorption on Au
rather than on a Ni or Fe contaminant.
The vibrational band of CO adsorbed on Au was tracked

while performing a CV in the Pb UPD region, first without Pb
and then in the presence of Pb, as shown in Figure 1a,b,
respectively. The observed peak position is in good agreement
with the first reports of CO on vacuum and electroless-
deposited Au films in HClO4.

14,15 Computed CO coverage-
dependent IR spectra for the (111), (100), (110), and (211)
surface facets (see Figure S5) show peaks between 1900 and
2100 cm−1,16,17 which is slightly smaller than the peak
positions in Figure 1a,b. The linear shift in peak position
with potential (i.e., the Stark shift) is measured to be 50 cm−1/
V, in good agreement with previous reports. The effect of
adding Pb is observed as a disappearance of the CO vibration
band at more cathodic potentials and the reappearance on the
returning, positive-going scan. We attribute this observation to
Pb deposition blocking the sites that adsorb CO. The
integrated band intensities for the two cases have been
coplotted in Figure 1c, illustrating the difference. Without Pb,
the CO band is present in the entire potential window (+0.634
to −0.166 V) and has a maximum intensity of around 0.2 V
versus SHE. In the presence of Pb, the CO band disappears
over an approximately 100 mV range between 0.25 and 0.15 V
vs SHE and then reappears in the same potential range on the
return scan with this being a reversible process. Comparing the
integrated band intensities to the UPD current in Figure 1d,
we find that the disappearance of the CO band coincides with
the broad and most anodic UPD waves centered around 0.2 V
versus SHE. As shown in Figure 1d, the positive current which
is more anodic than 0.3 V vs SHE corresponds to CO
oxidation in both cases. The delayed hydrogen evolution onset
in the solution with Pb allows for a slightly more cathodic
potential window (+0.634 to −0.226 V vs SHE) compared to
the solution without Pb.
Previously, ref 18 reported experimental Pb UPD CVs,

which are reproduced in Figure 2a−d. These curves suggest
that (211), (110), and (100) facets show Pb adsorption peaks

at more positive potentials than the (111) surface. This trend
is consistent with our computational investigations of Pb
adsorption on the same facets. Pb adsorption energies were
calculated on all possible adsorption sites to determine the
configuration with the most stable adsorption energy (Figure
S4). The half reaction for the adsorption of lead is

Pb 2e Pb2 + ↔ *+ −

The free energy for this reaction as a function of potential at
a given surface coverage is

G G U U2e( )Pb Pb
0

SHE Pb Pb2Δ = Δ + − |+ (1)

where ΔGPb
0 is the free energy referenced to 0 V versus UPb|Pb

2+,
USHE is the potential referenced to the standard hydrogen
electrode, and UPb

2+
|Pb is the standard redox potential of Pb2+|

Pb.
Figure 2a−d shows the surface Pourbaix diagrams for

different coverages of Pb adsorbed on the four different surface
facets of Au. Here, we assume that the entropic contribution of
Pb adsorbed on Au is small, thus ΔGPb = ΔEPb. Each line
corresponds to a certain coverage of Pb. On terraces, we
consider coverages of 1/4, 1/9, and 1 ML (Figure 2e), and on
steps, we consider coverages of 1/3, 2/3, and 1 ML (Figure
2f). Intersections between these lines are marked by the
dashed black line and correspond to a change in the estimated
Pb coverage on the surface and the generation of a current.
The line with the lowest energy at a given potential
corresponds to the estimated coverage of Pb on the Au surface.
To facilitate comparison with the experimental CVs from ref

18, we also show the computed “onsets” of the coverages
considered directly on them as dashed black lines. These
onsets are within the DFT error (about 0.15 eV)19 consistent
with onsets of the experimentally observed peaks. In the case of
the Au(100) experiments, the multiple broadened peaks
observed experimentally suggest reconstruction and the
possible presence of surface defects.
With the displacement of CO* with Pb* in the CV (Figure

1d) at 0.2 V versus SHE, the surface facet(s) on which CO
adsorbs must have onset potentials for Pb adsorption more
positive than 0.2 V versus SHE. Both computational Pourbaix
analysis and Pb UPD experiments show the onset of Pb

Figure 1. ATR-SEIRAS in the CO stretch region from a CV on an Au film in 0.1 M HClO4 purged with 1 bar CO. A spectral background was taken
at +0.634 V in Ar-purged solution. (a) ATR-SEIRAS spectra before the addition of Pb. (b) ATR-SEIRAS spectra with 1 mM Pb(ClO4)2. Every
eighth spectrum is shown. (c) Integrated intensities of the CO stretch peak as a function of potential and (d) corresponding 2 mV/s CV with and
without Pb.
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Figure 2. Computed surface Pourbaix diagrams on four prototype Au facets(111), (100), (110), and (211). The dashed black line indicates the
potential at which the coverage has increased between the discrete intervals for which the DFT calculation was performed. To the right of each
surface, the Pourbaix diagram is the associated Pb-UPD CVs taken from ref 18. The multiple broadened peaks observed in the (100) facet suggest
substantial reconstruction.
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adsorption on the (111) facet to be at about 0 V versus SHE
and above 0.25 V versus SHE for all other facets considered.
Therefore, the combination of Pb UPD,18 Pb adsorption
calculations, and SEIRAS experiments together exclude the
possibility of CO adsorption on the (111) terrace site and
suggests that it adsorbs on a more open facet such as the (100)
terrace and/or stepped sites.
We note that in a previous in situ STM work involving CO

adsorption on Au,20 full CO monolayer coverage on Au(111)
was observed after 30 min, which is in contrast to what our
work concludes. However, the authors of ref 20 saw CO
depress into Au, which is highly unusual and led them to
hypothesize that they were seeing physiadsorbed CO rather
than chemiadsorbed CO. Thus, there could be an extra layer of
complexity of CO adsorption beyond what this current work
has focused on.
Electrochemical Reaction Energetics. Since steps or

(100) is suggested by Pb UPD to be possible binding sites of
CO* in an electrochemical environment, we now investigate
the energetics of CO adsorption with ab initio molecular
dynamics (AIMD) simulations with liquid water on (100) and
(211), as a prototypical stepped facet.
Metal−Water Interface in Vacuum. Water has been shown

to competitively adsorb to metallic surfaces, which alters the
adsorption energy of small molecules.21,22 Since an accurate
description of water binding is needed to capture facet
selectivity on Au in an electrochemical environment, we first
evaluate the accuracy of our simulations in capturing the
metal−water interaction against previously published exper-
imental temperature-programmed desorption (TPD) of water
on Au(310).23 As a computational analogue, we consider a
single layer of water on a Au(310) stepped surface with
different coverages of water, as shown in Figure 3b−f, and
report energies based on AIMD calculations.
Figure 3g reports the average adsorption energy of water

Δ⟨E⟩, defined as

E
E E n E

n
n H O H O

H O

H2O 2 2

2

Δ⟨ ⟩ =
− * − *

*

*

where EnH2O*
is the internal energy for a system consisting of

nH2O water molecules on a surface and E* is the internal energy
of just the slab. At coverages greater than 0.5 ML, Δ⟨E⟩ is
roughly constant at a value of −0.4 eV. As a basis for
comparison, we use TPD experiments in ref 23, which have
been analyzed using zero-order desorption kinetics. The data
are reproduced in Figure 3a, where the green and red points
refer to low (<1 Langmuir) and high (>1 Langmuir)
exposures, respectively, and Langmuir refers to the pressure
of gas (Torr) multiplied by the time of exposure (s). Two
overlapping peaks were observed in the experiment between a
temperature range of 158−170 K (first peak) and 161−168 K
(second peak). The first peak, which we attribute to a step site,
was visible at all exposures (both green and red curves in
Figure 3a), while the second peak, which we attribute to a
terrace site, was observed at high exposures (shown in red in
Figure 3a).23 Using leading edge analysis, where the log of the
rate from a TPD spectra is fit to 1/T, the averaged adsorption
energy of water was determined to be −0.49 eV for the first
peak and −0.57 eV for the second.23 The free energies
obtained from the simulations shown in Figure 3g for water
coverages between 0.25 and 0.75 ML (depicted schematically

in Figure 3b−f) are within 0.1 eV from the energy of the first
peak, which suggests that our chosen computational setup
accurately models water−Au interactions (within the typical
DFT error of 0.15 eV).19

Metal−Water−CO Interface under Electrochemical Con-
ditions. We now compare the computed binding strengths of
CO in vacuum against those from AIMD simulations that
include explicit consideration of the water, which represents
the electrochemical environment. We examine the (100) and
(211) surface facets as prototype open facets suggested by Pb
UPD experiments to be possible binding sites of CO*. The
potential range of the SEIRAS experiments (Figure 1c) is close
to the potential of zero charge (pzc) of Au (0.4 V vs SHE, see
Supporting Information Note 5) where electric fields and
excess ion concentrations are the smallest.9,24,25 We examined
the impact of the electric field within this potential range in
Figure S9, and, as expected, found it to be negligible (∼0.1 eV
in a 0.5 V range). Therefore, we did not consider the impact of
ions in this study.
Figure 4 shows both the adsorption energies of CO in

vacuum versus AIMD calculations with explicit water.
Electronic energies (ΔE) correspond to the cumulative average
from AIMD trajectories, while free energies include entropic
contributions from CO* and CO(g) using the harmonic
approximation.

G E T S S T S( )CO CO CO
harm

CO
ideal config

g( )
Δ = Δ − − − Δ* * * (2)

The standard deviation associated with AIMD trajectories
on the surface facets is about 0.1−0.3 eV, which compounds
the errors associated with GGA functionals. We report
standard deviations based on different calculation trajectories.

Figure 3. (a) Water adsorption TPD experiments reproduced from
ref 23, where red points denote exposure greater than 1 L and green
points have exposures lower than 1 L; (b−f) schematic illustrates the
number of water molecules used for each coverage. (g) Average
adsorption energy of H2O on Au(310) computed using ab initio
molecular dynamics simulations; experimentally determined values of
the adsorption energy from ref 23 are indicated by the red and green
dashed lines corresponding to high exposure (second peak) and low
exposure (first peak).
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In the gas phase, less-coordinated surfaces bind CO
stronger,26 as illustrated with the 0.17 eV smaller DFT-
computed ΔGCO* for the stepped (211) and terrace (100) in
vacuum, in Figure 4. The solvation energy of CO captures the
difference between the energies in vacuum and in AIMD with
explicit water. In the case of (211), the calculated solvation
energy is large and destabilizing (0.75 eV) due to competitive
water adsorption. On a flat surface like (100), there is less
competition from water, which is reflected in a stabilizing
solvation energy of −0.18 eV, which could arise from a
stabilizing interaction of CO with the solvent (Figure S11).
The significant destabilization of the adsorbed CO in water
versus vacuum environments has also been observed on
Cu(211)21 and Pt(111)22,27 (see Supporting Information Note
5).
The large difference in solvation energy between Au(211)

and Au(100) gives rise to Au(100) having an ∼0.8 eV smaller
ΔGCO* of 0.05 ± 0.31 eV, which suggests that Au(100) is more
likely to bind CO in an electrochemical environment, although
the uncertainties with the computed ΔGCO* are large. These
results suggest that the competitive adsorption of water affects
the adsorption energies of CO on different facets of Au
differently, such that CO binds to different sites in an
electrochemical environment than in vacuum. Beyond these
uncertainties, GGA-DFTs may be underestimating CO*
binding by about 0.1 eV on this surface, as was shown for
the (211)step in ref 12. Despite these possible errors, ΔECO* =
−0.52 eV on Au(100) from the AIMD calculations compares
well against measured enthalpy of CO adsorption on
polycrystalline Au in an electrochemical environment, which
was estimated to be −0.35 eV16 for CO(aq) → CO* and −0.1
eV for CO(g) → CO(aq).28

■ CONCLUSIONS
CO adsorption on Au is a particularly important reaction for
several electrochemical processes and more broadly for
heterogeneous catalysis. However, there is still controversy
regarding the adsorption of CO in electrochemical environ-
ments. In this study, we use a joint experimental and
theoretical approach to elucidate binding characteristics of
CO on Au with SEIRAS in conjunction with Pb UPD and ab
initio molecular dynamics. Lead UPD in conjunction with
SEIRAS suggests that open facets such as (100) and stepped
sites are more likely to bind CO than (111) terraces. While Au

steps bind CO* stronger than terraces in vacuum, ab initio MD
simulations suggest that competitive water adsorption leads to
a much larger destabilizing effect on the adsorption energies of
CO on a (211) step versus a (100) terrace, making CO more
likely to bind to the latter. Thus, CO can bind to different sites
in the gas phase and electrochemical environments.
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ABSTRACT: Iron−nitrogen-doped graphene (FeNC) has emerged as an
exciting earth-abundant catalyst for electrochemical CO2 reduction (CO2R).
However, standard theoretical approaches based on density functional theory
(DFT) suggest complete poisoning of the active sites and are unable to
rationalize the experimentally observed dramatic pH dependence and Tafel
slopes, which have a critical impact on the electrocatalytic activity. In this work,
we overcome these challenges through a rigorous theoretical investigation of
FeNC single-atom catalysts using a combination of several state-of-the-art
methods: hybrid functionals, continuum solvation, and potential-dependent
electrochemical reaction energetics. Our model shows dipole-field interactions in
CO2 adsorption to determine the overall activity, which resolves the contentious
origin of experimentally observed pH dependence and rationalizes differences in
activity and Tafel slopes among different samples in experimental work. A critical
conclusion of our study is that single-atom catalysts can be tuned for
electrocatalytic activity not only through the traditionally considered binding energies but also through the corresponding surface
dipole moment of rate-determining surface intermediates. Our presented methodology paves the way for accurate mechanistic
studies as well as the computational catalyst design of general single-atom catalysts.

KEYWORDS: electrocatalysis, FeNC, single-atom catalysts, CO2 reduction, dipole

■ INTRODUCTION

The electrochemical reduction of CO2 is a promising approach
to store the energy from intermittent renewable sources such
as wind and solar in the form of valuable fuels and chemicals.1,2

From the catalysis perspective, the primary barriers to
commercialization are activity, selectivity, stability, and
cost.1,3 To date, the most active and selective transition
metal catalyst for CO2 reduction (CO2R) to CO is Au, which
shows current densities up to 10 mA/cm2 at −0.4 V vs
reversible hydrogen electrode (RHE) with nearly 100%
Faradaic efficiency in two-compartment cell configurations.4

Single-atom catalysts, which consist of earth-abundant
elements such as Fe, Co, and Ni doped on a support material
such as graphene, have emerged as promising alternatives to
Au.5−7 Very recently, FeNC catalysts, fabricated through
pyrolysis on defected graphene and characterized within a gas-
diffusion electrode, showed an impressive geometric current
density of 100 mA/cm2 with Faradaic efficiency toward CO
greater than 90% at −0.4 V vs RHE. This high activity was
suggested to arise from tailored Fe sites with a +3 oxidation
state.8

From the theoretical perspective, the mechanistic study of
metal−nitrogen−carbon (M−N−C) single-atom catalysts
presents several critical challenges. The graphene support is

highly defected, which gives rise to a plethora of possible active
site configurations with varying coordination to N and C, with
functionalization shown to be beneficial to activity.9 Addition-
ally, the impact of the electrolyte and the charging of the
electric double layer in modeling the CO2R activity are unclear
for M−N−C but have been demonstrated to be critical on
transition metals in recent studies,10 which echo thermal
catalytic studies on the promoting effects of dipole-field
interactions.11 While computational studies of model systems
such as molecular porphyrin systems have included effects such
as solvation and Hubbard-U corrections,12−14 studies using
extended systems of M−N−C catalysts have generally omitted
solvation and were restricted to charge-neutral thermodynamic
approximations, which do not consider these phenomena.
Reported adsorption energies for CO on a variety of different
sites range from −0.6 to −1.2 eV.15−17 Such large negative
adsorption energies suggest CO would poison the surface with
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negligible CO production rates, contrary to experimental
findings. As a result, the active site of these materials remains a
contentious issue. Furthermore, such computational models
have been unable to explain why the electrolyte pH has no
impact on the CO2R activity of FeNC catalysts on a standard
hydrogen electrode (SHE) scale.18 This has been suggested to
be evidence of diabatic electron transfer to CO2, or a so-called
“decoupled” proton−electron transfer that cannot be treated
using a standard computational hydrogen electrode ap-
proach.18

In this work, we overcome the aforementioned challenges
through a rigorous theoretical investigation of FeNC single-
atom catalysts using a combination of several state-of-the-art
methods: hybrid functionals, implicit electrolyte, potential-
dependent reaction energetics,19 and mean-field kinetic
modeling. Through combination of hybrid calculations,
analysis of temperature-programmed desorption (TPD)
spectra, as well as microkinetic modeling, we show that
standard generalized gradient approximation (GGA) func-
tionals are inadequate to accurately describe the binding
energies of essential intermediates. We furthermore show that
reasonably accurate energetics can be obtained with GGA
functionals by including a Hubbard-U correction, which
circumvents the need for costly hybrid-level simulations.
Through explicit consideration of the interaction between
the interfacial electric field with dipolar adsorbates, we show
the experimentally observed pH independence arises from a
f ield-dependent CO2 adsorption. Our results suggest double-
vacancy four-nitrogen-doped (DV4N) vacancies to be
generally more active than a two-nitrogen-doped vacancy
(DV2N) site motif, and the associated simulated Tafel slopes
are in line with experimental observations. A critical conclusion
is that single-atom catalysts should be designed not only for
optimal binding energies but also for their surface dipole
moments. This may be achieved, for example, by doping with
other p-block elements. These findings are critical from the
perspective of fundamental mechanistic understanding and
pave the way toward computation-guided design of general
single-atom catalysts.

■ RESULTS AND DISCUSSION
Comparing Binding Energies of CO*. Given the

aforementioned controversy surrounding the binding energies
of CO* and other intermediates, we first compare the energies
of typical GGA-level simulations of CO binding on FeNx sites

against hybrid functionals. We consider both spin-polarized
RPBE and HSE06 functionals, which are prototypes for GGA-
DFT and hybrid-DFT, respectively. Figure 1 shows the
computed binding energy of CO on possible active sites that
were identified as most stable in ref 20. Redhead analysis of
TPD spectra21 was also used to ascertain a plausible range of
energies based on reasonable prefactors, shown in further
detail in the Supporting Information (SI) Note 2. Since it is
likely that an ensemble of active sites bind CO, we include the
entire spectra (as opposed to only considering the peak) in the
estimation of the experimental binding energy, which results in
a 0.4 eV range of estimated adsorption energies, as illustrated
by the blue band.
A kinetic model consisting of just thermodynamic quantities

was constructed based on RPBE energetics and an assumed
mechanism (see SI Note 1). Coverages of CO from this model
are used to detect whether the predicted energy leads to CO
poisoning the surface. In the case of RPBE, all sites considered
are covered by CO. This is consistent with previous reports on
these materials.5,16 However, in the case of HSE06 results, sites
corresponding to a single vacancy doped with nitrogen atoms
(SV1N, SV3N) and undoped double vacancies (DV) bind CO
very strongly and are expected to be poisoned under CO2
reducing conditions. Therefore, sites that can bind CO*
weakly enough to be able to produce CO are DV2N, DV3N,
and DV4N (double vacancies doped with two, three, and four
nitrogen atoms, respectively). Ref 20 indicates that DV2N and
DV4N have formation energies of greater than −7 eV with
respect to graphene. Due to the noted activity and stability, we
examine DV2N and DV4N as model systems in the remainder
of the work. However, different experimental synthesis
methods have different vacancy types on the surface. Thus, it
is possible that several active sites, apart from the ones
considered in this work, might contribute to CO2R activity. We
note that there is no need for additional gas-phase corrections
to the CO(g) reference used in Figure 1, as the reaction CO2 +
H2 → CO + H2O is well described by HSE06 (see SI Note
14). Further, the effect of using a dispersion correction is
discussed in SI Note 3.
While hybrid functional calculations provide the needed

accuracy for these systems, they are prohibitively expensive for
computational screening studies. We find that we can mitigate
the GGA error by adding a Hubbard-U23,24 correction to the
RPBE functional, which gives rise to essentially no additional
computational cost relative to standard GGA calculations. The

Figure 1. Comparison of adsorption energies of CO on iron-doped vacancies as proposed in ref 20. Calculated with the GGA-RPBE functional
(triangles) and the hybrid HSE06 functional (circles). Experimental estimate from TPD spectra22 is marked by the blue band. The background fill
indicates the coverage of CO predicted by the kinetic model using RPBE energetics. Fe(211) binding energies are shown with the dashed black line
as a reference.
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Hubbard-U value was varied systematically until the adsorption
energies of CO on selected graphene vacancies are close to the
value obtained using HSE06 (see SI Note 5). Figure 2(a,b)

shows the comparison between RPBE and RPBE+U against
HSE06 binding energies. Adding a Hubbard-U23 of 2eV to the
d-states of Fe leads to a much better description of binding

Figure 2. Comparison of RPBE and RPBE+U adsorption energies for relevant CO2R intermediates for (a) DV4N and (b) DV2N. Insets show the
corresponding structures and mean absolute errors for both functionals. (c) Projected density of states (DOS) of DV2N structure with three
functionals: RPBE, HSE06, and RPBE+U with U = 2 eV; color scheme: blue: carbon, green: nitrogen, orange: iron, black: total DOS, States near
the Fermi level have been magnified for clarity. Horizontal line divides spin up and spin down states.

Figure 3. (a) Dipole-field stabilization model of CO2 adsorbed on FeNC electrode. The dashed line is a schematic of the electrostatic potential
profile from near the electrode surface to the bulk of the solvent density of states projected onto the s and p orbitals of the CO2 molecule at the
adsorption transition state for (b) DV4N and (c) DV2N vacancies at −0.5 V vs SHE using the HSE06 functional based on transition states
obtained from RPBE+U. The DOS was obtained by varying the surface charge and converting to potential using eq 2.
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energies for intermediates such as CO and CH2 for both
DV2N and DV4N vacancies. Mean absolute errors (MAE) as
compared to HSE06 binding energies decrease from 0.4 to 0.2
eV.
Both the carefully chosen Hubbard-U and HSE06 mitigate

self-interaction error and open an energy gap between d-states
of Fe, as illustrated in Figure 2c. In the case of RPBE, the self-
interaction error leads to d-states at the Fermi level. The
relative energy of the narrow d-states has implications not only
for binding energies but also for determining energetics as a
function of potential. In the case of DV2N and DV4N
vacancies, the potential dependence determined by the HSE06
calculations (dipole moments shown in SI Figure S14) is also
captured by the current choice of Hubbard-U. However, we
emphasize that this parameter holds only for the FeNC (see SI
Note 5 for a detailed sensitivity analysis of different Hubbard-
U values), and careful parametrization to experiment or higher
levels of theory may be needed for other systems. Moreover,
since potential dependencies can be sensitive to states around
the Fermi level, HSE06 energies are used to describe potential-
dependent energetics.
Field-Driven CO2 Adsorption. Recent experimental

literature has shown that the partial current density to CO is
invariant with pH on an SHE voltage scale in acidic media.18

This effect has been associated with protons not being involved
in the potential-limiting step, similar to other nonmetallic
carbon catalysts.25,26 For this particular system, this has led to

the rate-limiting step being assigned as the electron transfer to
CO2

16,18

* + → *− −CO e CO2 2 (1)

Since this step does not involve proton transfer, it would
satisfy the experimentally observed independence of rate on
pH. However, the width of adsorbate-induced states at the
Fermi level of the transition state of CO2 adsorption on the
electrode at potentials of interest precludes rate-limiting
electron transfer from metal to the bent CO2 molecule. Figure
3(b,c) shows the s and p bands of CO2 at the transition state
for CO2 adsorbing at the DV4N and DV2N vacancy structures.
As the CO2 molecule approaches the surface, the adsorbate-
induced molecular states broaden due to hybridization with the
metal continuum of electronic states around the Fermi level.
This broadening implies that the electron is delocalized
between the bands of the metal and the CO2 molecule. We
can estimate a time scale for electron transfer (Δt) using the

uncertainty relationship Δ Δ ≥ ℏE t
2
. ΔE is given by the width

of adsorbate density of states (na) at the Fermi level using
Fermi’s golden rule, which gives the rate of electron transfer as

π
ℏ n2

a.
27,28 For this system, the width is about 0.8 eV (shaded in

Figure 3) for both vacancies, which would correspond to a rate
of 1015 s−1 and, hence, an electron lifetime of about 10−15 s.
Since the motion of atoms occur on a time scale of

Figure 4. Change in adsorption energy of CO2 as a function of surface-charge density (σ) for (a) doped vacancies DV2N (ΔE = 0.036σ + 0.70,
with R2 = 0.99) and DV4N (ΔE = 0.04926σ + 0.91, with R2 = 0.97) as well as (b) Au(211) (ΔE = 0.0168σ + 0.88, with R2 = 0.99) and Ag(211)
(ΔE = 0.0188σ + 0.83, with R2 = 0.99). The surface charge is defined as the number of excess electrons per unit area. (c) Calculated Bader charge
for both DV4N (top) and DV2N (bottom) vacancies. Values annotated over atoms show the Bader charge. Negative values of charge densities
indicate electrode reduction. Points in (a,b) denote the results from DFT calculations, while lines represent the corresponding best fit lines. Any
scatter of points associated with (a,b) arises from the change in geometry following a relaxation at each discrete surface charge.
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picoseconds, electron transfer is facile in comparison to the
adsorption of CO2.
Our analysis suggests that the rate-limiting step is not so

much a slow electron transfer to *CO2
− but a field-stabilized

CO2 adsorption (cf., Figure 3a, showing electrostatic
interaction between a dipolar, bent *CO2 adsorbate and the
electric field at the electrochemical interface). Since the
interfacial field depends on the absolute potential, this step also
shows an absolute potential dependence, i.e., the correspond-
ing rate depends on an SHE, not RHE scale. The schematic
shown in Figure 3a illustrates this by showing the dipole for
bent CO2 adsorbed on the surface and its interaction with the
electrical double layer.
In the past few years, hybrid continuum/ab initio models of

the electrochemical interface29−32 have been developed to
capture the impact of double layer charging on reaction
energetics. We have recently shown the surface-charge density
to be the most appropriate descriptor for the electrostatic
effects of the double layer on reaction energetics,19 since it
describes the variations of the interfacial field local to the
reaction site. We relate surface-charge σ-dependent energetics
(Figure 4(a,b)) to potential-dependent energetics through the
interfacial capacitance C and potential of zero charge ϕpzc as
follows

ϕ σ ϕ= +
C
1

pzc (2)

Both quantities can, in principle, be determined from
experiment.
The energy of a given adsorbate (E) is a function of its

dipole moment μ and polarizability α as follows

μ α= + | ⃗ | − | ⃗ |
E E

20

2

(3)

where E0 is the energy of the zero charge state, and | ⃗ | is the
interfacial electric field. σ and | ⃗ | can be related by Gauss’ law.
Assuming a constant interfacial dipole, the dipole moment for
a given adsorbate is given by

μ = ϵ Φ − ΦA( )0
FS

0
IS

(4)

where Φ0
IS is the measured work function of the initial states,

Φ0
FS is that of the final state, and A is the surface area. Figure 4

shows a linear relationship between ΔECO2
and σ. This

dependence indicates that α is negligible for resonably small

values of σ. We determine the dipole moment as ϵ
σ
E

0
d
d
, where

ϵ0 is the absolute permittivity, and
σ
Ed

d
is the slope of the lines

shown in Figure 4.
For DV4N, the effect of the dipole moment of CO2 is higher

than in the case of DV2N (Figure 4a), and hence, the energy
drop with potential is steeper. As compared with transition
metal catalysts such as gold and silver shown in Figure 4b,
dipole moments of key reaction intermediates are significantly
larger for these FeNC systems. While CO2 dipoles on gold and
silver step surfaces are below 0.2 eÅ, dipoles on both graphene
vacancies are larger than 0.4 eÅ. A larger dipole implies a
stronger stabilization from its interaction with the interfacial
electric field33 and could imply a larger symmetry factor for the
reaction.34 The impact of the dipole moment on the resulting
kinetics of the CO2R are detailed in the next section.

Microkinetic Model. Based on the field-dependent
energies calculated above, we develop a mean-field micro-
kinetic model to determine the potential-dependent rate of CO
production from CO2. The reaction steps considered are

+ * ↔ ↔ *
* + + ↔ *
* + + ↔ +

* ↔

+ −

+ −

CO (g) CO CO
CO H e COOH

COOH H e CO H O
CO CO(g)

2 2
TS

2

2

2

pH-dependent kinetic measurements strongly suggest that
proton−electron transfer is not involved in the rate-limiting
step.8,18 The rate for the competing hydrogen evolution
reaction (HER) shows a marked pH dependence on an SHE
scale under acidic to neutral pH. This pH dependence
indicates that a proton−electron transfer step limits the rate
and that hydronium ions are active as proton donors, since
H2O as proton donors show no pH dependence.35 In contrast
to HER, CO production at the same range of pH is pH-
independent of an SHE scale. Thus, the rate-limiting step for
the CO2R reaction does not involve a hydronium ion nor an
associated proton−electron transfers.
The experimental observations are consistent with the

computed free energy diagram, shown in Figure 5 on both

DV4N and DV2N vacancies. The *CO2 state, under relevant
potentials, is the highest in energy, and the steps to the
subsequent intermediates, *COOH and *CO, are all
exergonic. From previous work, we found proton−electron
transfers toward oxygen species to be generally facile,36 and so,
we assume no additional barrier for *COOH formation.
*COOH to *CO involves breaking a C−O bond and can
sometimes be rate-limiting, especially at low overpoten-
tials.37,38 However, in this particular case, given the
exergonicity of the step, even an extremely high hypothetical
intrinsic barrier of 1.5 eV does not make it rate-limiting at the
cathodic potentials considered (see SI Note 13 for further
description). For the rest of this work, we therefore assume the
reaction energetics are barrierless after CO2 adsorption.
Figure 6 shows a comparison of experimental8,18 and

theoretical relative turnover frequencies (TOFs) (normalized
to those at −0.6 V vs SHE). Experimental activity data were
taken from refs 18 and 8. In the former, the activity was
measured at a range of acidic pH values from 1 to 7.25, while

Figure 5. Free energy diagram at the theoretical equilibrium potential
Ueq = −0.3 V and at two other potentials: −0.75 and −1.2 V vs SHE
for DV4N and DV2N vacancies at a pH of 2.
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in the latter, the activity was measured at a fixed pH of 7.25
using FeNC fabricated by using either pyridinic or pyrrolic
precursors. It was previously shown that the chemical identity
of the N-doped vacancy can be varied based on the choice of
precursor.39 On the basis of operando XAS measurements, the
more active catalyst was suggested to have an Fe 3+ oxidation
state, and the less active one was suggested to have an
oxidation state of Fe 2+. The experimental TOFs were
calculated by assuming all Fe sites are single-atom catalysts
that are present on the surface and contribute to production of
CO from CO2.
Since CO2 adsorption is the rate-limiting step, the Tafel

slope corresponding to activity from a given site is determined
by the corresponding adsorbate dipole as follows38

σ
σ

σ

μ

=
∂

∂Φ

=
∂

∂Δ
Δ

Φ

= −
Δ

Φ

= −
Δ

=
ϵ

−

G

G

k T

G

k T

G
C

k T
C

Tafel slope
log(TOF)

log(TOF) d

d

1 d

d
d
d

1 d

d
1

1

CO

CO

B

CO

B

CO

B

2

2

2

2

(5)

where ϵ is the permittivity of free space, ΔGCO2
is the free

energy of CO2 adsorption, and the TOF was written as
−Δ( )exp

G

k T
CO2

B
. Thus, the Tafel slope depends solely on the rate

of change of free energy as a function of the interfacial electric
field.
As previously mentioned, CO2* at DV4N has a larger dipole

moment as compared to that at DV2N. This is consistent with
the lower Tafel slope obtained in the case of DV4N over
DV2N as shown in Figure 6. Since pyrolysis is the
experimental method of choice to generate these catalysts, it
is not yet possible to obtain atomic precision over the active
site. To show how the slope shifts when multiple sites are

contributing to the activity, we show the case of 10% DV4N
and 90% DV2N sites, which gives an intermediate Tafel slope.
These Tafel slopes are in line with experimentally observed

ones. Hu et al.8 observed Tafel slopes of 80 mV/dec for the
more active sample and 126 mV/dec for the less active sample.
This difference is captured in our simple two-site model, with
DV4N being significantly more active than DV2N. Strasser et
al. also observed Tafel slopes of close to 200 mV/dec, which is
similar to that obtained for DV2N. These results suggest that
increasing the μ of active sites through, for example, the
coordination environment and metal atom identity could lead
to lowering of Tafel slopes and more efficient catalysts.
It is important to note that we consider here relative, rather

than absolute, reaction rates due to the inherent uncertainties
in quantifying TOFs from both experiment and theory.
Uncertainties in the experimental determination of absolute
TOFs for example lie in the assumption that all Fe atoms
loaded onto the sample are catalytically active while also
presuming the same distribution of active Fe sites in samples
that were prepared via different synthesis methods.8,18 On the
other hand, theoretical DFT calculations using GGA and
hybrid functionals are known to suffer from systematic errors
in describing O−C−O backbone structures.40−42 This error is
believed to mainly affect the gas-phase reference leading to a
constant energy offset. Ultimately, this constant energy shift
yields unrealistically high reaction energies and barriers for
adsorbing CO2(g) (such as the 1 eV barrier shown in Figure 5)
and an uncertainty of 5 to 7 orders of magnitude in the
resulting absolute TOFs. While recent studies mitigate this
issue by adding 0.30−0.45 eV corrections to gas-phase CO2
energies,40,41 we choose here to focus only on relative TOFs.
This allows for circumventing the application of empirical
corrections to the computed DFT energetics, and our results
are directly comparable to experimental data that have been
normalized in the same way in Figure 6. Most importantly, we
note that all (experiment and theoretical) uncertainties in
absolute TOF values do not affect the main conclusion of this
study, which focuses on the unique ability of single-site
catalysts to tune *CO2 dipoles and hence significantly change
the predicted Tafel slopes (which are invariant to whether
absolute or relative TOFs are considered). For reasons of
completeness, we nevertheless include both absolute and

Figure 6. (a) TOF taken from two publications: Strasser et al.18 and Hu et al.8 Current densities were converted to TOF by assuming all iron sites
were involved in catalytic activity. (b) TOF obtained from mean-field microkinetic modeling; TOFs are normalized to the activity at −0.6 V vs
SHE, to emphasize relative trends.
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relative TOF values as a function of applied potential in the SI.
We also note that solvation energies are critical to accurate
prediction of onset potential and reaction kinetics.14 By
referring to relative rather than absolute rates, however, we
effectively cancel out any systematic errors associated with
implicit solvation for a given surface species.
Another point of difference between the vacancies is that

CO desorption becomes rate-limiting for DV2N at large
potentials, while CO2 adsorption stays rate-limiting throughout
the explored potential range for DV4N. The shift in rate-
limiting step is shown in a degree of rate control (sensitivity)
analysis,43 coverage of CO, and change in Tafel slope. A degree
of rate control analysis was carried out as follows.

=
G

DRC
d(log(TOF))

d i (6)

where Gi is the free energy of each intermediate. SI Figure S8
shows that at very reducing potentials, the rate is largely
influenced by CO binding free energies. The rate would be
increased by decreased CO2 transition-state energies over the
whole potential range. Corresponding coverage plots for
DV2N are shown in SI Figure S7. The increase in CO
coverage corresponds to the change in Tafel slope seen in
Figure 6.
We also consider the pathway to CH4, which is a minor

product formed on these materials. For potential ranges where
coverages of CO would be very small, there would be little to
no CH4 production. However, once the coverage of CO
becomes substantial, the Faradaic efficiency of CH4 as
compared to CO would increase. For a possible reaction
pathway, intermediate binding energies as a function of surface
charge were calculated. SI Figure S10 shows the TOF obtained
from the model as well as those from Strasser et al.18 CH4
production in both cases is pH-dependent, indicating that a
proton−electron transfer step would be rate-limiting for
electrochemical reduction of CO to CH4. Since these are
based on thermodynamic variations in energy alone, we focus
here on the qualitative pH dependence.
The above microkinetic analysis, in summary, shows the

following: (1) Tafel slopes can be tuned by appropriately
designing sites that induce large dipole moments in adsorbates
and (2) consideration of the effects of pH as well as potential
and electric field in simulations are essential to an accurate
mechanistic description of CO2R on FeNC catalysts.

■ CONCLUSIONS
In this work, we presented an ab initio investigation of the
activity of Fe−N−C catalysts for CO2 reduction. We showed
that a combination of state-of-the-art methods, hybrid
functionals, an implicit electrolyte, and potential-dependent
electrochemical reaction energetics are all required for a
rigorous mechanistic analysis. We find that the rate-limiting
step on these materials is generally a field-driven CO2
adsorption step, which gives rise to the dramatic pH
independence that is observed experimentally. This physical
explanation appears to be in accordance with the latest
experimental studies. We find that the activity is highly
dependent on the configuration of the active site, with
significant differences in the Tafel slope between DV2N and
DV4N sites. Using this Tafel slope, we postulate that the
DV4N site corresponds to those observed in a recently
reported, highly active FeNC catalyst, assigned an oxidation

state of +3 from XPS studies. The present study provides a
rigorous basis for the study of single-atom catalysts for CO2R
and beyond, from both the fundamental and catalyst
development perspectives.

■ METHODS
Density functional theory calculations were carried out using
the Vienna Ab initio Software Package (VASP).44 Implicit
solvation and counter charge was added to calculations by
using VASPsol.45 Core electrons were described using
projector augmented wave (PAW) potentials.46 Valence
electrons were described by plane waves with kinetic energy
up to 500 eV. Gaussian smearing with a width of 0.1 eV is
used. The RPBE47 functional was used for GGA-DFT
calculations, while the HSE0648,49 functional was used for
hybrid calculations. Single-point energies with the HSE06
functional on RPBE+U geometries are reported throughout
the text. The validity of this approximation is reported in SI
Note 4. Hubbard-U corrections were added to the d orbitals of
iron using the implementation of Dudarev.23

Single-layer 3 × 3 graphene was used as a model system.50

Structures were prepared using the Atomic Simulation
Environment.51 The lattice for undoped graphene was
optimized using a 12 × 12 × 1 Monkhorst−Pack52 k-point
mesh. The 3 × 3 single-layer graphene structures were made
with the obtained lattice parameter. All structures were then
treated with a 4 × 4 × 1 Monkhorst−Pack52 k-point mesh with
at least 16 Å of vacuum. Depending on the vacancy type,
carbon atoms in the graphene structure were replaced by
nitrogen and iron atoms. The structure obtained after creating
vacancies and doping was subjected to an optimization of both
position and lattice constants (VASP44 keyword ISIF = 3)
before adding an adsorbate to the unit cell. All geometries are
optimized until forces are less than 0.025 eV Å−1. Transition-
state geometries and energies were obtained by using the
climbing image nudged elastic band (CI-NEB)53 implemented
within VASP. Forces on the climbing image were considered as
converged if they are lower than 0.05 eV Å−1. The density of
states for transition states were obtained by carrying out a
single-point with HSE06 at the image associated with the
transition state with an 8 × 8 × 1 k-point mesh and Gaussian
smearing of 0.1 eV.
VASPsol45 places a continuum charge distribution in the

vacuum region of the cell with a charge density of an opposite
sign to the excess or deficient charge on the surface. A Debye
screening length of 3 Å was chosen, as this corresponds to a
bulk ion concentration of 1 M. Similar to recent published
work,29 the nonelectrostatic parameter TAU was set to zero to
avoid numerical instabilities. The continuum charge was varied
from 0 to 1e in increments of 0.25e.
The computational hydrogen electrode (CHE)54 was used

to determine reaction energies as a function of potential for
reactions with an electron in the reactant or product. The
chemical potential of the proton and electron is related to that
of H2 at 0 V vs RHE.

μ μ μ+ =+ −
1
2H e H2(g) (7)

Field effects for all adsorbates were included in the model by
assuming a linear dependence of binding energies with the
surface charge.

σΔ = +σE a a0 1 (8)
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We note that this linear variation of energy with σ is valid
only for small additions of electrons in the unit cell. At large
surface charges, second order terms would need to be taken
into account. However, 4(a,b) both show good fits to lines (R2

values in the caption), which suggests the second order terms
are negligible.
We calculated the adsorption energies and projected DOS

for relevant intermediates and transition states of all
intermediates as a function of the excess charge, applied by
varying the number of electrons in the simulation cell. The
same charging scheme was applied along the entire reaction
pathway. We assume that our finite cell size simulations
approximate those from an infinitely large cell where both the
surface-charge density and work function approach a constant
value along the reaction pathway. This assumption was
validated through a convergence test (Figure S16), which
shows negligible change in the calculated dipole moment
between cell sizes of 4 × 4 to 5 × 5. We relate the energetics as
a function of charge to those at a function of potential with eq
2, where we have applied experimental pzcs and capacitances.
Reliable estimates of the pzc cannot be obtained for single-
layer 2D materials with an implicit solvent setup, because
symmetric unit cells cannot be constructed. Thus, we used an
experimental value of the pzc.
The capacitance of pristine graphene 21 μF/cm255 and the

experimental pzc56 of −0.07 V was used. While the work
functions of DV4N and DV2N vacancies are different (ΦDV2N
= 3.95 V and ΦDV4N = 3.74 V), we approximate both vacancies
to have the same potential of zero charge. This is because the
doping concentrations in experiment are between 2 and 3%8

by weight, which would give rise to a negligible shift in pzc
from pristine graphene.
Microkinetic modeling was carried out using CatMAP,57

which uses a multiple-precision Newton root finding algorithm
to determine rates and coverages. A decimal precision of 100,
along with a rate convergence tolerance value to 10−25 was
used. Surface-charge density dependence of each state was
included to describe the effect of field on each adsorbate.
Experimental binding energies are estimated based on

Redhead’s58 analysis of a TPD peak. It is assumed that there
is no interaction between CO molecules adsorbed on the
surface. This is a reasonable assumption, because the iron
loading is less that 0.1 mass percent of the catalyst.18,59 Ref 59
also shows that the TPD peak is first order in nature. This is
expected for CO desorption, and the rate equation can be
written as

= −
−i

k
jjjjj

y
{
zzzzz

k T
h

G G
k T

rate expB TS IS

B (9)

For this estimate, we assume that GTS − GIS = EFS − EIS.
This is reasonable, because the transition state of CO
desorption is final-state-like. Further details are provided in
the SI.
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Nudged Elastic Band Method for Finding Saddle Points and
Minimum Energy Paths. J. Chem. Phys. 2000, 113, 9901−9904.
(54) Nørskov, J. K.; Rossmeisl, J.; Logadottir, A.; Lindqvist, L.;
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The electrochemical reduction of CO2 (CO2R) has the potential 
to store renewable energy in the form of high-value chemi-
cals1–3. The simplest product obtained during the reduction 

of CO2 is CO, which can be used as a renewable feedstock for the 
Fischer–Tropsch reaction4. This process is also the first CO2R reac-
tion to be realized commercially, with Ag gas-diffusion electrodes 
that yield up to 300 mA cm−2 CO towards the production of poly-
mers5. Nanostructured forms of gold and silver are currently the 
state-of-the-art catalysts for this reaction. Aside from their cost, these 
transition metal (TM) catalysts also catalyse the competing hydrogen 
evolution reaction, which reduces the selectivity for CO. A recently 
proposed alternative for CO2R to CO is metal–nitrogen-doped carbon 
(MNC), which is low cost and Earth abundant6. These catalysts also 
have the advantage that they are less selective towards the hydrogen 
evolution reaction than are TM catalysts, with Faradaic efficiencies 
of H2 of less than 20% under typical operating conditions of −0.6 V 
versus the reversible hydrogen electrode7,8, which is consistent with 
the scaling of the H* and CO* binding energies on these materials6.

CO2R to CO requires two proton–electron transfers. In acid:

CO2(g) + 2H+ + e− → CO(g) +H2O(l) (1)

Despite its apparent simplicity, its mechanism remains debated 
in recent work. First, the rate-limiting step has been proposed to 
be CO2 adsorption on Au (refs. 9,10), Fe- and Ni-doped MNC cata-
lysts (FeNC and NiNC)8,11, COOH* formation on noble metals12,13 
or COOH* to CO(g) on Ag from C–O bond breaking14. Tafel slopes 
of 60 or 120 mV dec–1 are sometimes taken as indicators of certain 
rate-limiting steps9,12; however, a recent comprehensive analysis of 
existing data showed silver, gold, copper, zinc and tin catalysts to 
have no intrinsic preference for such cardinal values, consistent 
with models of electron transfer in electrochemistry15.

Furthermore, the nature of the CO2 adsorption step is a source 
of some controversy. CO2 adsorption was suggested to give rise to a 
unit-charged CO2

– species on both Au (refs. 16,17) and FeNC catalysts, 
which is untreatable with ground-state density functional theory 
(DFT) methods18. This hypothesis may originate from the reduction 
process of CO2(aq) to CO2

–(aq), which occurs at extremely nega-
tive potentials of −1.9 V versus the standard hydrogen electrode 
(SHE)19, or from homogeneous catalysis20,21. Solvent reorganization, 
as first considered through Marcus theory, has also been hypoth-
esized to be a major contributor to the energetics of CO2 adsorp-
tion17,22. Alternatively, it has been proposed that CO2* adsorption is 
driven by the interaction of the dipole of CO2* with the interfacial 
electric field23,24; given the facile electron transfer on metals, there 
is no distinct, extra-charged CO2

– species versus a polarized CO2* 
adsorbate, no different from any other surface adsorbate, such as 
CO* and OH* (ref. 25). The CO2* dipole has similarly been described 
in terms of a partial charge transfer from the metal to adsorbate11,26.

In this work, we present a unified mechanistic picture of CO2R to 
CO on both these classes of catalysts. By consideration of the width 
of adsorbate-induced density of states, we found that on MNCs, as 
for TMs, electron transfer to CO2 is extremely facile, such that a 
field-driven CO2 adsorption step is treatable with standard ground 
state DFT methods. Using DFT with an explicit consideration of 
adsorbate–field interactions, we found CO2* formation to generally 
be limiting on TMs, whereas MNCs could be limited by either CO2* 
adsorption or COOH* formation. We evaluated these computed 
mechanisms against pH-dependent activity measurements on the 
CO2R to CO activity for Au, FeNC, NiNC and supported cobalt 
phthalocyanine (CoPc). We present a unified kinetic activity vol-
cano with CO2* and COOH* binding strengths as the descriptors, 
which reflects how the formation of either can be rate limiting, and 
with consideration of the decisive adsorbate–dipole interactions. 

Unified mechanistic understanding of CO2 
reduction to CO on transition metal and single 
atom catalysts
Sudarshan Vijay1,3, Wen Ju   2,3, Sven Brückner2, Sze-Chun Tsang   1, Peter Strasser   2,4 ✉ and 
Karen Chan   1,4 ✉

CO is the simplest product from CO2 electroreduction (CO2R), but the identity and nature of its rate-limiting step remain con-
troversial. Here we investigate the activity of transition metals (TMs), metal–nitrogen-doped carbon catalysts (MNCs) and 
a supported phthalocyanine, and present a unified mechanistic picture of the CO2R to CO for these catalysts. Applying the 
Newns–Andersen model, we find that on MNCs, like TMs, electron transfer to CO2 is facile. We find CO2* adsorption to generally 
be limiting on TMs, whereas MNCs can be limited by either CO2* adsorption or by the proton–electron transfer reaction to form 
COOH*. We evaluate these computed mechanisms against pH-dependent experimental activity measurements on the CO2R to 
CO activity. We present a unified activity volcano that includes the decisive CO2* and COOH* binding strengths. We show that 
the increased activity of MNC catalysts is due to the stabilization of larger adsorbate dipoles, which results from their discrete 
and narrow d states.
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We furthermore showed that MNC catalysts are tunable towards a 
higher activity away from TM scaling, due to the stabilization of 
larger CO2* dipoles that result from narrower metal d states. We 
discuss the implications of these findings for catalyst design, namely 
that the optimization of the CO2* dipole is a critical descriptor in 
addition to the adsorption energies of key intermediates.

results
Electron transfer is not rate-limiting on MNC catalysts. Previous 
reports proposed the formation of a CO2

– state as the rate-limiting 
step for CO2R to CO. This step has been suggested to be limited by 
solvent reorganization17,22 or by electron transfer to an uncharged 
CO2* state to give an excited, charged CO2

– state, which cannot be 
modelled with workhorse, ground-state periodic DFT methods18. 
Here we show that electron transfer to adsorbates is not limiting 
(and therefore adiabatic) on MNC catalysts, which allows us to 
determine the CO2R energetics by computing the one and only 
CO2* state using conventional, periodic DFT, along with the appli-
cation of a stabilizing surface charge.

As in Gauthier et al.25 for an Au surface, we determined the rate 
of electron hopping between the s and p states of the adsorbate and 
the states of the surface, k. We compared this rate against concur-
rent processes, such as the adsorbate diffusion to the surface. If the 
timescale for the electron transfer is very small in comparison, it 
will not be rate-limiting to species such as CO2*, and we would 
only need to consider the adiabatic pathway for CO2 adsorption. 
In the Newns–Anderson27–29 model of chemisorption, the width of 
the adsorbate-induced states is ∆ = Σk |Vak|

2 δ (ϵ − ϵk), where Vak 
is the coupling matrix element between k and individual s and p 
states, ε is the single particle energy of the adsorbate s and p states 
and εk is the energy of the surface states. Δ can be determined from 
the projected density of states (PDOS) onto the s and p states of CO2 
through the width of the peak at the Fermi level25. We obtained the 
rate of electron transfer from Fermi’s Golden Rule, 2π

h̄ ∆. To illustrate 

this idea, Fig. 1a shows the rates of electron transfer associated with 
a range of idealized peaks of different width, shown in Fig. 1b. For a 
very small width of 0.1 eV, the rate of electron hopping is extremely 
fast, greater than 1014 s–1, and is larger with increased broadening. 
For comparison, an estimate for the diffusion rate of ions in solution 
is of the order 1012 s−1, shown by the dashed line in Fig. 1a30.

We then applied this methodology to PDOS obtained from DFT 
computations. Figure 1c–g shows the PDOS for the reaction path of 
CO2 adsorption on FeN4 (a prototype for MNC). The s and p states 
of CO2 broaden as it approaches the surface, which is expected for 
adsorption processes in general31. At the transition state (TS) and 
further along the reaction pathway, the peaks at the Fermi level are 
greater than 0.1 eV. The corresponding rate of electron transfer is 
approximately 1014 s−1, which implies a timescale of 10−14 s. This rate 
is, in turn, two orders of magnitude greater than that of competing 
processes, which implies that it will not be rate limiting on FeN4. As 
the states at the Fermi level on MNC catalysts are typically the s and 
p states of graphene at reducing potentials, at which oxide species 
are absent (Supplementary Note 2), we expect this analysis to hold 
for all MNC catalysts considered in this work32. Thus, only the adia-
batic pathway for CO2 adsorption needs to be calculated to obtain 
the energetics for all the elementary steps on the MNC and TM 
catalysts. Non-adiabatic behaviour might be present in molecules 
such as CoPc adsorbed on a support, with rates of electron transfer 
on the order of the magnitude of diffusion as shown in Fig. 133. In 
Supplementary Note 2 we show that with even a slight increase in 
doping concentration on the graphene sheet, hybridization between 
all the components of the system (CO2, CoPc and n-doped gra-
phene) improves, which would lead to an increase in the rate of 
electron transfer through a larger value of Δ.

We do not exclude the possibility here that solvent reorganiza-
tion could contribute to the energetics of the CO2 adsorption step, 
as has been considered in Brown et al.17. The magnitude of this con-
tribution, however, has been estimated to be only ~0.2 eV from the 
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timescale of reorganization34,35. Recent investigations based on the 
Marcus–Hush–Chidsey model suggest that it can be up to 0.6 eV in 
the presence of certain electrolytes36.

Both CO2* adsorption and COOH* formation can be rate limit-
ing. We now present the mechanism and rate-limiting step for Au, 
FeNC, NiNC and carbon nanotube (CNT)-supported CoPc deter-
mined from potential-dependent DFT calculations and evaluate 
them against pH-dependent activity measurements. We considered 
the following reaction pathway (written for acidic solutions):

CO2(g) + ∗ → CO∗

2 (2)

CO∗

2 +H+ + e− → COOH∗ (3)

COOH∗ +H+ + e− → CO∗ +H2O (g) (4)

CO∗

→ CO (g) + ∗ (5)

We assumed that the barriers associated with all steps are small. 
As evaluated in Vijay et al.24 for FeN2 and FeN4, the CO2 adsorption 
barrier is well approximated by the adsorption energy (differences 
between barrier and reaction energies of at most 0.2 eV); the proton-
ation of CO2* is facile, in line with general trends in electrochemical 
barriers for the protonation of oxygen37, and the COOH* to CO* step 

for CO-producing catalysts is generally so downhill under reducing 
potentials that the corresponding barriers are unlikely to be limiting 
(Fig. 2b–d). This reduction of the barrier for COOH* protonation is 
due to the two preceding potential-dependent steps and the reduc-
ing potentials at which CO2R occurs. The rate-limiting step at a 
given potential is, in this case, determined by the state with the high-
est free energy, ΔG. Each ΔG derives its potential dependence either 
from the presence of a proton–electron pair as the reactants and/or 
from the interaction between the dipoles of participating reaction 
intermediates with the interfacial field. The energetic stabilisation 
caused by the interaction of a dipole μ with an interfacial field ξ is 
μξ (ref. 38). At reducing potentials, fields set up by the double layer 
can be as large as 1010 V m–1, which gives rise to a large stabilization 
of CO2* on MNCs of 0.75–1 eV on MNCs (see Supplementary Note 
1 for detailed information about the methodology used). Figure 2a  
shows the free energy diagram for Au(211) at −0.6, −0.8 and 
−1 VSHE at a pH of 2. At −0.6 VSHE, COOH* is the intermediate with 
the highest ΔG, whereas at −0.8 VSHE and −1 VSHE, it is CO2*. Thus, 
the computations predicted a change in rate-limiting step from 
COOH* formation to CO2* adsorption when the overpotential is 
increased, in line with previous work23. We note that this change in 
rate-limiting step occurs at −0.7 V versus SHE.

We evaluated the rate-limiting step with pH-dependent mea-
surements. The activity was pH dependent on an absolute scale (for 
example, versus the SHE or normal hydrogen electrode (NHE)) 
when COOH* formation was rate-limiting, as a proton–electron 
transfer was involved. CO2* adsorption, however, did not involve 
a proton–electron transfer, so when it was rate limiting, the activity 
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was pH independent on an absolute scale. Figure 2e shows the mea-
sured current densities versus potential on a NHE scale. The current 
densities show no pH dependence at high potentials (greater than 
−0.8 VSHE). At lower overpotentials, the scatter in the points could 
be indicative of COOH* formation being the rate-limiting step.

With the same arguments, we show that the FeNC catalysts 
were limited by the energetics of CO2* adsorption, whereas the 
NiNC catalysts and supported CoPc catalysts were limited by 
the CO0* → COOH* step. Figure 2b shows the free energy dia-
gram for FeNC catalysts computed at −0.8 VSHE and a pH of 2 
for various nitrogen coordinations around the metal centre for 
double vacancies (DVs) (metals on single vacancies (SVs) tend to 
overbind CO*, see below). For FeN2, FeN3 and FeN4, the compu-
tations predict CO2* adsorption to be rate limiting for potentials 
more cathodic than −0.8 VSHE, which is in line with the completely 
pH-independent experimental rates (Fig. 2f, Strasser data8). The 
FeN4 vacancy configuration has also been stipulated to be the 
active site for CO2R based on a comparison of the cyclic voltam-
mograms and X-ray spectral features with those of molecular ana-
logues39. In contrast, FeN1 was limited by COOH* formation at 
this potential, and the lack of pH dependence in the experiments 
suggests that its population on the catalyst surface was small. All 
the NiNC catalysts investigated (Fig. 2c), except for NiN2, were 
limited by COOH* formation, consistent with the pH dependence 
of experimental rates, as shown in Fig. 2g (see Supplementary 
Note 3 for the total currents and Faradaic efficiencies). Recent 
works40,41 also reported large COOH* free energies for NiN4, in 
line with the results shown in Fig. 2c. Molecular NiN4 analogues 

also showed large COOH* free energies in comparison with that 
of CO2* (ref. 42). Similarly, supported CoPc catalysts also had 
COOH* formation as the rate-limiting step, as shown in Fig. 2d,  
which were realized in the pH-dependent experiments shown in 
Fig. 2h. Thus, the combination of simple field-dependent thermo-
dynamic computations and pH-dependent measurements sug-
gests that CO2* adsorption is rate limiting at higher overpotentials 
on Au and for all potentials on FeNC, and that CO2* → COOH* is 
rate limiting on NiNC and supported CoPc catalysts.

The adsorbate binding strengths would shift in more detailed 
models of the electrochemical interface, but the electrostatic effects 
are in line with experimentally observed pH dependencies for the 
systems considered here, which suggests they are the predominant 
factor in the energetics. In Supplementary Note 6, we show, with an 
ab initio molecular dynamics simulation of explicit water on FeNC, 
an explicit solvation energy of ~0.3 eV for CO* versus the solvation 
energy self-consistently determined through an implicit solvent 
model in this work; in contrast, the 0.75 eÅ dipole moment of CO2* 
gives rise to a much larger −0.75 eV change in its adsorption energy 
over a 1 V range.

Finally, the experimental Tafel slopes in Fig. 2e–h do not show the 
cardinal values of 60 or 120 mV dec–1, which echoes a comprehen-
sive study of the recent literature of TM catalysts for CO2R15. These 
slopes reflect the magnitude of the dipole (slope−1

≈
C
ϵ

μ, where 
C is the capacitance)23,24 and/or the symmetry factor (0< α < 1) of 
the associated proton–electron transfer and therefore are not con-
strained to these values. The slopes may also be affected by mass 
transport and buffer equilibria23,43. Furthermore, the fitted value 
depends on the number of points used to make the fit. For example, 
by changing the number of fitted points in Fig. 2a by two, we would 
obtain a value different from the Tafel slope of 167 mV dec–1. We 
therefore considered mechanistic interpretations of the experiments 
only on the basis of the pH dependence, and not the specific Tafel 
slopes obtained.

Activity volcano determined by both COOH* and CO2* free ener-
gies. In this section we consolidate the mechanistic insights into a 
general kinetic activity volcano for CO2R to CO determined by two 
activity descriptors, the free energy of adsorption of CO2, ΔGCO2, 
and that of COOH, ΔGCOOH. Figure 3a shows this unified activity 
volcano for the CO production for both TM and MNC catalysts, and 
corresponds to the energetics in Fig. 2. The theoretical maximum in 
activity (represented by the turnover frequency (TOF)) occurs at 
intermediate ΔGCO2 values and at ΔGCOOH ≈ 0, that is, where both 
the CO2 and COOH formation steps are facile. The parity line cor-
responds to the case in which the free energies of COOH* and CO2* 
are equal, ΔGCO2 = ΔGCOOH. The CO adsorption energy generally 
scales with those of the other two intermediates13; thus, its energet-
ics are included in the volcano through the calculated scaling rela-
tionships in the kinetic model (Supplementary Note 4).

Figure 3a shows several trends in the binding of CO2R interme-
diates for TMs and MNCs. First, the TMs show a scaling line (the 
dashed black line) between ΔGCO2 and ΔGCOOH, whereas the MNCs 
show more scatter. Furthermore, metals doped into SVs tend to 
bind reaction intermediates more strongly than those in DVs, and 
are poisoned by CO. Fig. 3a,b also allows us to determine which step 
is rate limiting in CO2R to CO at any given potential, using com-
puted CO2*, COOH* and CO* free energies. In Fig. 3a, if the point 
lies below the parity line, then CO∗

2 → COOH∗ is the rate-limiting 
step. Meanwhile, if it is above the parity line, CO2 adsorption is rate 
limiting. At very negative adsorption energies, the surface is poi-
soned by CO, as shown in Fig. 3b, which leads to CO* desorption 
being rate limiting on TMs, such as Pd and Pt. All the TM (211) fac-
ets lie above the parity line, which indicates that CO2 adsorption or 
CO desorption is rate limiting at the studied potentials. Some NiNC 
catalysts lie below the parity line, which shows that CO2* → COOH* 
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is rate-limiting, in line with the experimental finding in Fig. 3f. Note 
that our approach, in contrast to that of Hansen et al.13, includes the 
effects of the adsorbate–field interactions for all the intermediates 
(Supplementary Note 1) and the consideration of CO2 adsorption 
as an elementary step, these effects that are critical to determining 
the activity trends. Supplementary Note 4 also shows the potential 
dependence versus SHE of the rate map shown in Fig. 3a.

We generally do not expect there to be only a single site motif 
present after the synthesis procedure for these materials44–47. 
Temperature-programmed desorption experiments (Supplementary 
Fig. 12 and Supplementary Note 5) show that FeNC, but not NiNC, 
have a peak above 300 K. This result suggests strong binding sites, 
such as those from SVs to be present on FeNC to a greater extent 
than on NiNC (ref. 48). Note that doped SV sites, or other binding 
sites of similar binding strength that we have not considered, are not 
active sites for CO2R, as they would be poisoned by CO.

MNCs have a higher activity because they stabilize larger dipoles. 
We now show that MNCs deviate from TM scaling because they 
stabilize large dipole moments on CO2*. Figure 4b shows charge 
density difference isosurfaces for CO2* on NiN4C, which shows a 
perturbation of the electron density near the surface on adsorp-
tion. This change in electron density is captured by the dipole 
moment, given by μ =

∫
ρdz, where ρ is the charge density and z is 

the axis of integration, and is shown in Fig. 4a for (211) and (100) 
TM surfaces, as well as Fe- and Ni-doped MNC catalysts in both 
SVs and DVs of various N concentrations. The figure shows that 
the dipole moments for CO2* are larger than those for other adsor-
bates, such as CO* and COOH*. Furthermore, the CO2* dipoles 
are significantly higher on MNCs than on TMs. MNCs therefore 
have CO2* adsorption energies that are stabilized more at reduc-
ing potentials, at which the surface is generally negatively charged. 
This electrostatic stabilization caused by the dipole-field interaction 
gives rise to the offset of MNCs from the TM scaling line shown  
in Fig. 3.

We rationalize the differences in dipole moments with the PDOS 
on the s and p states of CO2*. The strength of the adsorbate–sur-
face interaction is determined by both the position and shape of 

the d states, and is reflected in the width of the s and/or p adsorbate 
states49. As shown in Fig. 4c for a selected set of surfaces (in green), 
the width of the s and p states increases in the order FeN4, NiN4, Ag, 
Au, Pd and Pt.

In FeN4 and NiN4 catalysts, the sharp s and/or p states of CO2* 
mean they resemble those of their molecular counterpart, which 
indicates a weak interaction (poor hybridization) with the surface. 
A poor overlap between the s and or p states close to the Fermi level 
(±1 eV in either direction) of CO2 and the d states of the surface 
means that CO2* retains a greater charge polarization between its 
two poles, that is a larger dipole (see Supplementary Note 7 for an 
explanation of this effect through the Newns–Muscat model). The 
same effect is present to a lesser extent on the weakly binding metals, 
Ag and Au, which, in comparison with the strongly binding ones, 
have slightly narrower d states and correspondingly slightly larger 
dipoles. In the strongly binding Pt and Pd catalysts, the broadened 
states indicate a large interaction27, and a lower charge polarization 
results from the mixing of adsorbate states with those of the surface 
and a lower resultant surface dipole. Overall, the trends in the width 
of the s and/or p PDOS of CO2* are consistent with the larger dipole 
moments of MNC catalysts.

TM alloys, in contrast to MNC catalysts, generally have wide d 
states, as with pure TMs50. In view of the results, improvements in 
activity through alloying can be attributed not to the stabilization 
of larger dipoles, but to the tuning of the CO2* binding strengths 
through the degree of hybridization with the surface.

The activity volcano of Fig. 3 and electronic structure arguments 
of Fig. 4 give two simple design principles. As shown in the TOF of 
Fig. 3, the ideal CO2R catalyst has moderate ΔGCO2 and ΔGCOOH of 
0.25–0.5 eV and ΔGCO > 0 eV (to prevent CO* poisoning). It must, 
additionally, be able to stabilize a large dipole moment of CO2*, 
such that CO2 adsorption does not require a significant overpoten-
tial (and thereby deviate from the scaling of TMs in the direction 
of a higher activity, shown in Fig. 3). These larger dipole moments 
are stabilized for MNC catalyst materials through their narrow d 
states. We suggest that other materials that have similar discrete and 
narrow d states, such as supported single atoms51,52, molecules and 
clusters53,54, as well as two-dimensional materials and ionic com-
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pounds32,55,56, could also be active CO2R catalysts, provided that 
hydrogen evolution is not competitive or suppressed through a 
decrease in water activity57. This principle could also be relevant for 
other processes in which dipole -field interactions are decisive, such 
as in C2 product formation4,58.

Conclusions
In summary, we present a unified picture of CO2R to CO on both 
TM and MNC catalysts that resolves the existing controversies on 
the identity and nature of the rate-limiting step. Considering the 
widths of the projected densities of states of an adsorbing CO2, we 
showed that, as for TMs, the electron transfer to CO2 is not lim-
iting in MNCs, and that CO2 adsorption is driven by adsorbate 
dipole-field interactions. With a combination of field-dependent 
DFT and pH-dependent activity measurements, we showed that 
CO2* adsorption is limiting on TMs over relevant potentials, whereas 
either CO2* adsorption or COOH* formation is rate limiting on 
MNCs. We present a unified kinetic activity volcano, based on criti-
cal COOH* and CO2* binding as the descriptors, that accounts for 
the decisive adsorbate dipole-field interactions. The volcano shows 
that ideal catalysts should have both a moderate binding strength 
of COOH* and CO2*, as well as large adsorbate dipoles on CO2*. 
We furthermore showed that MNCs deviate favourably from TM 
scaling through the stabilization of large CO2* dipoles, due to the 
localized narrow d states of these materials.

These results suggest that MNCs or other materials with simi-
larly narrow d states, such as supported single atoms, molecules and 
clusters, as well as two-dimensional materials and ionic compounds, 
can be optimized for large dipoles and correspondingly higher cata-
lytic activity beyond TM scaling. This principle can be relevant for 
other processes in which adsorbate–field interactions are decisive. 
The presented kinetic activity volcano and catalyst design rules 
should be used as the basis for computation-guided catalyst devel-
opment of CO2R to CO catalysts.

Methods
Computational methods. DFT calculations were carried out using the Vienna Ab 
Initio Software Package (VASP)59. Core electrons were described using projector 
augmented wave potentials60. Valence electrons were described with plane waves 
with a kinetic energy up to 500 eV. Gaussian smearing with a width of 0.1 eV 
was used. In the case of density of states plots, smearing was reduced to 0.05 eV. 
For relaxations, we applied the RPBE61 functional. Hybrid calculations with the 
HSE0662,63 were performed for the density of states calculations in Fig. 1. In the 
case of FeNC calculations, a Hubbard-U64 parameter of U = 2 eV was added to the d 
orbitals of iron, in line with previous benchmark calculations24.

TMs were modelled using a 3 × 3 × 3 slab, with the bottom two layers fixed. 
MNC systems were modelled using a 3 × 3 graphene layer. All the structures 
were prepared using the Atomic Simulation Environment65. The lattice for all 
the TM and MNC catalysts were relaxed using a 12 × 12 × 1 Monkhorst–Pack66 
k-point mesh. All the supercells were treated with a 4 × 4 × 1 Monkhorst–Pack 
k-point mesh. All the geometries were optimized until the forces were lower than 
0.025 eV Å−1. TS geometries and energies were obtained using the climbing image 
nudged elastic band67 implemented within VASP. All the density of states plots 
used twice the k-point sampling used in the relaxation and/or TS calculations. DFT 
energies were converted into free energies at 298.15 K using vibrations obtained 
from VASP calculations using IBRION = 5. The ASE65 Thermochemistry class was 
used to determine the Helmholtz free energy from harmonic thermochemistry and 
the Gibbs free energy from ideal gas thermochemistry.

Implicit solvation and continuum charge were added using VASPsol68. A Debye 
screening length of 3 Å was chosen, as it corresponds to a bulk ion concentration 
of 1 M. The non-electrostatic parameter, TAU, was set to zero for purposes of 
convergence30. Continuum charge was varied in increments of 0.25 e.

The computational hydrogen electrode69 was used to determine the reaction 
energetics as a function of the potential with a proton–electron pair was in the 
reactant. The chemical potential of the proton can be related to that of H2 at 0 V 
versus the reversible hydrogen electrode:

μH+ + μe− =

1
2 μH2(g) (6)

The incorporation of the dipole-field interactions is described in detail in 
Supplementary Note 1.

Microkinetic modelling was performed using CatMAP70. The rate of a given 
elementary step was

rate = k+ΠθiΠpj − k
−

ΠθiΠpj, where ‘+’ indicates the forward reaction 
and ‘−’ the reverse reaction. The rate constants are k+ = exp

(

−

Ga,+
kBT

)

 and 
k
−

= exp
(

−

Ga,−
kBT

)

, where Ga,+ and Ga,– are the free energy barriers. In the 
absence of electrochemical barriers, the free energy is used, which is given as 
ΔG = ΔG° + neU + ΔGfield, where ΔG° is the free energy for the reaction at the 
potential of zero charge, n is the number of proton–electron pairs transferred and 
ΔGfield is the dipole-field contribution.

A multiprecision Newton root-finding algorithm was used to determine 
the steady-state rates and coverages. A decimal precision of 100 along with a 
convergence tolerance value of 10−25 were used.

Synthesis. The polyaniline-derived NiNC catalyst is identical to that reported 
in our previous studies71,72. Aniline (3 ml), NiCl2·6H2O (5 g) and ammonium 
persulfate (5 g) were added to 0.5 l of 1 M HCl and stirred for 1 h. This suspension 
was then mixed with 0.4 g of a dispersed activated Ketjen 600 carbon black support 
(washed in HCl for purification and HNO3 for oxygen doping), stirred for 48 h 
and then dried in the air at 95 °C for 24 h. The residual solid-state mixture was 
ball milled with Zr2O3 balls for 20 min. We conducted the pyrolysis protocol in 
a furnace at 900 °C (ramp of 30 °C min–1) for 1 h under N2 conditions, followed 
by acid washing steps (2 M H2SO4 at 90 °C overnight) to remove the excessive Ni 
particles. We performed heat treatment four times and acid washing three times 
and the catalyst was obtained after the fourth pyrolysis.

Synthesis of CoPc/CNT. CoPc/CNT was synthesized following an analogous 
protocol reported in the literature73. CoPc (1 mg) was mixed with 30 mg of a 
multiwall CNT in 30 ml dimethylformamide solution and stirred for 24 h. The 
suspension became transparent. The final suspension was washed using EtOH 
and H2O within a centrifuge to remove the dimethylformamide, and after that was 
freeze-dried to give the final catalyst.

Electrode preparation. Carbon paper (1 cm × 2.5 cm, Freudenberg C2H23) was 
sonicated in ethanol and deionized water for 15 min and dried as the electrode 
substrate. The catalyst ink was prepared using 4.0 mg of catalyst mixed with 60 μl 
of Nafion solution (5% in ethanol, Sigma-Aldrich), 200 μl of isopropanol and 200 μl 
of deionized water. After 15 min of sonification, the ink was deposited on the 
microporous layer of carbon paper to achieve an area of 1 cm2 with catalyst loading 
of 1 mg cm–2.

Electrochemical measurement. The electrochemical CO2R performance was 
measured in a regular three-electrode H-cell divided by a Nafion N117 membrane. 
The working electrode was the catalyst-coated carbon paper mentioned above, and 
a Pt mesh was deployed as the counter electrodes. A leak-free Ag/AgCl electrode 
was used as the reference. The current density was normalized to the working 
electrode’s geometrical area (1 cm2). All the electrochemical experiments were 
performed in a CO2-purged electrolyte (CO2 flow rate, 30 ml min–1). The pH value 
of each is presented in Supplementary Table 1.

Product analysis. A Shimadzu 2014 on-line gas chromatograph was utilized for 
product quantification. The gas stream was separated by Hayesep Q + R columns 
and then analysed by a thermoconductivity detector and flame ionization detector. 
The thermoconductivity detector detects the volume percentage of the H2 product, 
and the flame ionization detector measures the CO after methanization. On 
all the NiNC type catalysts, no liquid product was found after the electrolysis. 
Calculations of the production rate, partial current density and Faradaic efficiency 
are given in the Supplementary Methods.

Data availability
All computational data, which include the adsorption energies of CO2, 
COOH and CO, optimized atomic coordinates, data for plotting density of 
states and microkinetic analysis are available at https://doi.org/10.24435/
materialscloud:ws-7t.

Code availability
Python analysis scripts to reproduce all the figures in the manuscript are available 
at https://github.com/CatTheoryDTU/kinetic-modelling-CO2R.
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