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Abstract

This thesis presents methods and results for isotope-labeling studies in oxygen evolution
reaction (OER) electrocatalysis. The OER is an essential reaction for a transition to a
fossil-fuel-free society. The OER is the main source of efficiency loss in the production of
hydrogen by water electrolysis. Hydrogen from water electrolysis, in turn, is key for storing
wind and solar energy and for using wind and solar electricity to decarbonize other sectors
such as industry and transport. The first chapter of this Thesis puts this technological
motivation in the context of the urgent need to mitigate climate change.

The second chapter describes and demonstrates the tools used in the isotope-labeling
electrocatalysis studies. The primary tool is electrochemistry-mass spectrometry (EC-
MS). The version of EC-MS used in this Thesis involves a silicon microchip to make
the interface between the high vacuum of the mass spectrometer and the wet ambient
environment of the electrochemistry experiment. The advantages of this technique, chip
EC-MS, are high sensitivity, well-characterized mass transport, and the ability to dose
reactant gases.

Isotope labeling studies are introduced with two examples. The first is an attempt to
directly measure the hydrogen evolution exchange current density on platinum by elec-
trochemical H-D exchange, which is however demonstrated to be mass-transport limited.
The second is a set of CO stripping and CO oxidation experiments in labeled electrolyte
(H3®0), which lead to a new way to probe the kinetics of the reaction of CO, and HyO
to form carbonic acid.

The third chapter is devoted to oxygen evolution electrocatalysis. The two main water
electrolyzers, alkaline electrolyzer cells (AEC) and polymer electrolyte membrane elec-
trolyzer cels (PEMEC), are briefly discussed in the context of the OER catalysts required.
Then, the importance of measuring O, is demonstrated with two examples in which the
electrochemical current would overestimate the OER activity. This motivates the study
with EC-MS of oxygen evolution on RuQO,, one of the only materials (together with IrO,)
that can catalyze the OER in the acidic environment of a PEMEC . Using isotope-labeled
electrolyte to increase sensitivity, I measured the O5 produced by a series of RuO, films and
Ru foams down to a record low 1.29 V vs RHE. All of these samples follow approximately
the same trend of turn-over-frequency (TOF) vs potential with a very strong potential
dependence at low overpotentials.

The involvement of lattice oxygen in the oxygen evolution mechanism has received a
lot of research attention in recent years. This is investigated by preparing an OER catalyst
with one isotope of oxygen (160 or 180) and measuring the isotopic composition of the
O, evolved in an electrolyte with a different isotopic composition than the catalyst. I
present a comprehensive comparison of these studies, with views on the advantages and
disadvantages of the methods employed. Using RuO, and IrO4 samples as examples, and
coupling the high sensitivity of chip EC-MS with dissolution measurements by inductively
coupled plasma - mass spectrometry (ICP-MS) and surface isotopic characterization by
ion scattering spectroscopy (ISS), I show that lattice oxygen evolution does not necessarily
mean lattice oxygen exchange. In other words, an isotope signal in the oxygen evolved from
a labeled OER catalyst does not necessarily imply that lattice oxygen plays an important
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catalytic role. Non-catalytic evolution of lattice oxygen is demonstrated to be the case for
sputter-deposited RulSOz.

In the last experiments presented in this thesis, CO oxidation is used as a probe for
lattice oxygen reactivity. Under the right conditions, isotope-labeled oxygen from the
catalyst is incorporated in the CO4 produced. These experiments can also be used as an
in-situ proof that there is labeled oxygen at the surface of the electrocatalyst, for example
after a negative result for lattice oxygen evolution in OER.

The final chapter ties the studies presented in this Thesis back to the motivation by es-
timating the amount of CO, emissions avoided by a marginal improvement in electrolyzer
efficiency. Using a simple model and literature-based assumptions about the future Euro-
pean energy system, I find that to achieve a one-year payback time on the CO4 costs of
my PhD project by 2030 only requires that the results present here lead to an 0.03 mV
improvement in the OER overpotential of electrolysis cells.

The Chapters of this thesis present a mix of published and as-of-yet unpublished re-
sults, and only a subset of the work done during my PhD project. The articles to which
work from my PhD project have contributed are attached.



Resumé

Denne afhandling presenterer metoder for og resultater fra isotopmrkningsstudier i il-
tudviklingsreaktion (OER) elektrokatalyse. OER er en essentiel reaktion for overgan-
gen til en samfund uden fossile braedstoffer. OER er til grund for den primeere kilde til
effiktivitets-tab i hydrogenproduktionen ved elektrolyse af vand. Hydrogen fra elektrolyse
er blandt de bedste lgsninger oplagring af energi fra vind og sol, og ogsa for anvendelse
af elektricitet fra vind og solenergi for at senke CO, aftrykket i sektorer som industri og
transport. Afhandlingens fgrste kapitel seetter denne teknologisk motivation i klimakrisens
kontekst.

Andet kapitel beskriver og demonstrerer de videnskabelige veerktgjer som bruges til
disse isotopmeerkningsforsgg. Den primeer veerktej udggres af en version af ekeltrokemi-
massespektrometri (EC-MS) som anvender en silicium mikrochip som interfase mellem
massespektrometrets hgjvakuum og det det vade miljoe ved atmosfeerisk tryk som det
elektrokemiske forsgg udggr. Fordelene for denne teknik, som kaldes chip EC-MS, er hgj
fglsomhed, velforstdaet massetransport, og muligheden for at dosere reaktantgasser.

Isotopmeerkningsstudier bliver heri introduceret med to eksempler. Det fgrste er et
forsgg pa direkte at male udvekslingsstrommen pa platin ved brug af elektrokemisk H-D
udveksling. Dette forsgg vises dog til at veere begraenset af massetransport. Det andet ek-
sempel er en serie CO stripping og CO oxidationsforsgg i isotop-maerket elektrolyt (HQISO),
som giver en made at male kinetikken for dannelse af kulsyre fra CO4 og vand.

Afhandlingens tredige kapitel omhandler den elektrokatalytiske oxygenudviklingsreak-
tion. To primaere elektrokalyse teknologier, AEC og PEMEC, diskuteres kort i kontekst
af de respektivt pakraevede OER katalysatorer. Efterfslgende demonstreres vigtigheden
af at male O2 i to eksempler, hvor den elektrokemisk malte strgm ville overvurdere OER
aktiviteten. Dette motiverer undersggelsen af ilt-udviklingen pa RuO, med chip EC-MS.
RuO, er der er et af de eneste materialer (samt IrO,) som kan katalysere OER i det syre
miljo i en PEMEC. Ved brug af isotopmsaerket elektrolyt for at haeve fglsomheden, males
ilt produceret af en og RuQO, film og Ru skum ved rekordlave potentialer ned til 1.29 V vs
RHE. Alle disse proverne tilneermelsesvis samme opfersel for omseetingsfrekvens (TOF)
som funktion af potentiale, med meget staerk potentialafhaengihed ved lave overpotentialer.

Hvorvidt oxygen fra et metaloxids krystalgitter medvirker til OER mekanismen har
veeret steerkt omdiskuteret i de seneste ar. Det undersgges ved brug af en OER katalysator
med én isotop af oxygen (%0 eller %0), der andvendes til at udvikle ilt i en elektrolyt med
end anden isotopisk sammensatning en katalysatoren. I denne athandling sammenlignes
disse studier fra literaturen med henblik pa de anvendte metoders fordele og ulemper. Ved
anvendelse af en kombination af den hgje folsomhed for chip EC-MS, maling af oplgste
metaler ved brug af ICP-MS og isotop karakterisering af prgveners overflade ved bru af ISS
pa RuO, og IrO,, konkluderes der at iltudvikling fra oxygen i gitteret ikke ngdvendigvis
betyder udveksling af ilt i gitter. Sagt med andre ord, et isotop signal i den ilt udviklede
fra en isotopmeerket OER katalysatorer betyder ikke ngdvendigvis at gitter ilt spiller en
vigtig katalytiske rolle. Tkke-katalytisk udvikling af ilt med oxygen fra gitteret er pavist
at veere tilfeeldet for sputterdeponerede Ru1802.

I de sidste forsgg presenteret her bruges CO oxidation som sonde for reaktiviteten af
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oxygen i gitter. Under visse betingelser inkorporeres isotop-maerket oxygen i den resul-
terende CO,. Disse forsgg kan ogsa anvendes som in-situ bevis for at der er isotopmeerket
oxygen ved elektrodens overflade, for eksempel efter et negativ resultat for udvikling af
oxygen fra gitteret under OER.

I afhandlings sidste kapitel kobles arbejdet tilbage til motivationen ved at estimere
maengden af CO, udledning, der bliver reduceret ved en marginal forbedring i effektiviteten
af elektrolyse af vand. Ved brug af en simpel model og literaturbaseret antagelse om
Europas fremtidige energisystem, vurderes det at CO2 forbruget i forbindelse med mit
PhD project kan opvejes inden for et ar hvis blot de opnéaede resultater fra projektet
seenker overpotentialet for OER i elektrolyseceller med 0.03 mV.

Afhandlingens kapitler presenterer en blanding af publicerede og ikke-publicerede re-
sultater i kun ét af de emner der blev udforsket i dette PhD projekt. Samtlig artikler,
hvor jeg har vaeret medvirkende, er vedhaftet.



Foreword

This Thesis

I had a goal of writing a short Thesis. I must apologize to the reader that I have failed at that. I ran
out of time, and so it is long.

The tone is informal, and I’ve tried to make it read like a story, with each Section setting the stage
for the next. I haven’t held back in writing my thoughts, describing the uncertainties and mistakes
in the experiments presented here and even in the Papers, as well as things that I found especially
exciting. I hope that this informal tone helps make it easy to read, so that it doesn’t feel quite as long
as the number of pages reveals it to be.

I have tried at the same time to organize the Thesis in such a way that it can be jumped around
in:

Some readers may not be especially interested in electrocatalysis or mass spectrometry or isotope
labeling, but are instead drawn by the subtitle of this Thesis and by the first Section title, “How much
needs to change and how fast.” Such readers only need Chapters 1 and 4, which are admittedly much
briefer than they have any right to be given the richness of the subject matter. I saved Chapters 1
and 4 to write last, and that was a good idea, because otherwise I could have spent the whole time
available learning about the climate crisis, emissions reduction policy, and energy systems modeling.

A reader who wants the full story but is pressed for time can skip Section 2.2 (which I think is
valuable, but a side story) and all of the Subsections of 3.3 (which chronicle learning-by-doing) without
missing too much. A reader who only wants a representative sample both of the fun and the finished
isotope studies could just read Subsections 2.3.1 and 2.3.2, and then jump to Section 3.4.

I’ve tried also to make this Thesis useful to potential readers. Some might only be interested in
2.2, which presents strategies for using electrochemistry-mass spectrometry as a platform for absolute
quantification. There is an appendix describing some of the experimental procedures. I hoped to make
a tutorial describing the use of EC_MS data analysis python package which I developed and used for
almost all of the results and plots presented in this Thesis, but did not get to it by the hand-in date,
and so instead provide a link to where it will be.

If T had stuck to the original outline for this Thesis, it might have become even longer. I had
planned consecutive chapters called “Hydrogen” and “Oxygen”, but realized that I had run out of
time to do the additional experiments necessary to justify writing the Hydrogen chapter.

I had the opportunity to work with a lot of great people and become in a lot of projects during
this PhD. This, and my poor control for length, made it essential to choose one topic to focus on.
Isotope studies are the part of my PhD Project that I have felt the most personal ownership for, and
thus which seemed most appropriate to express the medium of a PhD Thesis.
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Chapter 1

Introduction: The Climate Crisis

It was right around the year in which I was born that the American political economist Francis
Fukuyama captured the mood of much of the world by claiming that history was ending [1]. This
feeling was based on the fall of the Berlin wall and with it what seemed like the inevitable spread to
the entire world of societal structures and lifestyles based on inclusive liberal democracy, technological
progress, and market capitalism tempered to varying extent by regulatory welfare states. Now, a
widely accepted view that history was ending seems itself to be part of a rather brief moment in history,
shattered by several waves of headline-dominating setbacks to the advancement of these supposedly
victorious ideals. But nothing poses a more devastating blow to the supposed inevitability of our
lifestyles and societies than does the fact that they are simply unsustainable. History is not over,
because if we try to keep on living the way we do today, we won’t be able to keep living on this planet.

The un-sustainability of humanity in its present state encompasses the crossing of or encroaching on
multiple interconnected planetary boundaries , but none pose a more existentially urgent challenge
to human civilization than does climate change. The root of our problem, as we summarize it in the
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Figure 1.1: Diagram of Earth’s carbon cycle. Red numbers indicate the fluxes and accumulations
associated with the anthropogenic perturbation. From ref. |2, based on data from ref.



2 CHAPTER 1. INTRODUCTION: THE CLIMATE CRISIS
introduction to Paper [V} is that:

“ At the core of biological metabolism is the ability to convert carbon between different
oxidation states in order to store and release energy, as well as to synthesize functional
molecules. Likewise, the oxidation of carbon is at the center of human civilization’s collec-
tive industrial metabolism consisting of our energy infrastructure and chemical industry.
Whereas in biological metabolism, reduction of CO, in photosynthesis balances the oxi-
dation of carbon in cellular respiration, carbon reduction is as of yet a missing piece of
humanity’s industrial metabolism. This imbalance has become a significant perturbation
to Earth’s natural carbon cycle... The resulting accumulation of the greenhouse gas CO,
in the atmosphere is the primary driver of todays climate change \| 7

This imbalance is illustrated in Figure (from ref. and in Table 1 of Paper [V| So far, since
humans began burning fossil fuels at scale in the 1800’s, we have moved approximately 400 gigatons
of carbon (GtC) from the ground to the air as carbon dioxide (CO,), about half of which has stayed
in the atmosphere, increasing the atmospheric CO5 concentration from less than 300 ppm to more
than 400 ppm @] At the writing of this Thesis, the atmospheric CO5 concentration was 412 ppm
and increasing at an annualized rate of about 3 ppm per year [7].

Climate science is beyond the scope of this Thesis, but, in brief: CO4 and other greenhouse gases
absorb infrared radiation, unlike the primary components of the atmosphere Ny and O,. Infrared
radiation is the main way earth sheds heat to space to balance all the energy coming in as sunlight, so
CO, in the atmosphere acts like a blanket, heating up the earth. This has so far resulted in an increase
in the average temperature of the earth’s surface of about 1° C, as shown in Figure An increase
in the average temperature of the earth is worse than it might sound, because the extra energy that
this represents effects the entire climate system in profound ways. Climate change is increasing the
intensity and frequency of all kinds of extreme weather events including heat waves, forest fires, floods,
storms, and droughts . Weather is naturally variable, but the science of climate attribution has
progressed in recent years. Now, the increase in the likelihood due to climate change of a given extreme
weather event can be readily calculated, giving a clear picture of the worsening adverse effects of our
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Figure 1.3: Map of extreme weather events from 2011 to 2018. Red indicates that the risk of the extreme
weather event was increased by climate change. From ref

emissions . Figure from ref. shows a map of recent extreme weather events, many of
which are attributed to climate change. Extreme weather events and natural disasters are deadly even
in developed countries with strong states. In developing countries they can destabilize societies and
displace millions . The frequency and severity of climate-change-related extreme weather events
will worsen significantly if the present warming trend is not stopped .

Fortunately for those of us who broadly like living under or aspire to live under enlightenment
ideals (and for Fukuyama’s assertion), there is still reason to hope that the worst possible outcomes
of climate change can be averted within the frameworks of liberal democracy and regulated market
capitalism. However, this will not be easy. It will require far-sightedness on the part both of leaders
and of everyone who chooses them. It will require almost unprecedented willpower from many corners
of society. We will almost certainly need to change our lifestyles significantly, and we will with complete
certainty have to change the way we power our lives entirely.

The scale and scope of these required changes, both societal and technological, is outlined (very
briefly) in the first Section of this Chapter. The second Section describes a central component to the
required technological changes: a growing role for electrochemistry in decarbonizing energy, transport,
and industry. This will motivate Chapters [2| and |3| and all of the Papers, which describe methods
and results in fundamental electrocatalysis studies which will hopefully contribute to breakthroughs
accelerating electrochemistry’s growing role. Finally, in Chapter [4, the Thesis ties these results back
to the climate crisis by estimating the net CO4 impact (emitted minus saved) resulting from this PhD
project.
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1.1 How much needs to change, and how fast?

The Paris Climate Accord commits its signatories to limiting global warming to “well below” 2.0°C
and preferably to within 1.5°C . 2.0°C has long been considered an essential goal to avoid severe
damage to earth systems and possible run-away effects . The inclusion of the more audacious
1.5° C ambition was an unexpected but welcome and important development in the 2015 negotiations
leading up to the Paris Climate Accord. A 2018 report from the Intergovernmental Panel of Climate
Change (IPCC), called the SR15 in their jargon, emphasized what is at stake in the difference between
these two targets . Some of the differences in the risks posed by 2.0 vs 1.5°C are shown in Figure
taken from that report. Risks posed to ecosystems and human quality of life are much higher at
2.0°C than 1.5°C.

Carbon budgets are a powerful, if also a bit simplistic , way to think about the societal changes
necessary to stay within a global warming target. The carbon budget remaining to have a 67% chance
of confining global warming to 1.5°C is about 160 GtC (570 Gt CO,) [18]. In other words, with
160 additional gigatons of carbon added to the air as CO,, 67% of simulations using various climate
models predict that the average temperature will remain within 1.5°C of the pre-industrial baseline.
Temperature increase is approximately linear with cumulative CO, emissions to a point , so the
carbon budget to limit global warming to 2°C is about 300 GtC.

The 1.5°C carbon budget of 160 GtC is more than 1/3 of the cumulative global emissions up
to today, but only approximately 15 years of emissions at the present rate, which is just over 10
GtC/yr [6]. This means that emissions will have to fall very rapidly to keep climate change within
relatively safe levels. The question of how rapidly emissions need to fall depends, more than anything
else, on whether and to what extent we will, in the future, be willing to pay the bill of removing CO,
from the atmosphere that we emit today. Figure from the same IPCC report, summarizes this

How the level of global warming affects impacts and/or risks associated with
the Reasons for Concern (RFCs) and selected natural, managed and human
systems
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point.

Here, a number of scenarios for future emissions rates (referred to as pathways) are fed to various
climate model which predict among other things the evolution of the global mean surface temperature
between now and the year 2100. Figure [1.5]illustrates pathways for which global warming in the year
2100 predicted by most of the models is 1ess than or equal to 1.5°C. It is important to note that in all of
the pathways that involve significant CO, removal from the atmosphere, the temperature overshoots
and then comes down again to 1.5°C of warming by the end of the century. All pathways that avoid
such an overshoot of 1.5°C involve steep reductions in emissions starting more or less immediately.
They tend to involve an approximately 50% reduction in CO, emissions from 2010 levels by 2030,
and net zero emissions by around 2050 . This can be used as a working, easy-to-remember policy
guideline:

Definition 1.1. A policy is consistent with the Paris Agreement if it leads to 50% reduction (relative
to 2010) in CO, emissions by 2030, and net zero emissions by 2050.

It is important to note that, while climate change is a global problem, policies are set more locally.
Of course, if every country makes its policies in line with Definition [I.T] then it will be fulfilled globally.
However, in reality, some countries will fall behind, and it should be considered the responsibility of
developed countries with the capacity to do so to meet and exceed the criterion in Definition
All capable countries should enact policies in line with Definition [I.1] in order to minimize their
contribution to any eventual overshoot of 1.5°C warming, to set an example, and to develop expertise
that can then accelerate the required changes in slower countries.

In this context, the European Union’s present target of “At least 40% cut in greemhouse gas
emissions compared with 1990” [19], which is only a 30% cut compared to 2010 ﬂgﬂ, falls short, but
will hopefully be tightened soon. Proudly, Denmark’s new government has put in place a target of
70% reduction by 2030 with respect to 1990 (60% reduction with respect to 2010) [20]. Denmark’s
target is in line with the Paris Agreement by Definition

The question, then, that should be on all of our minds, is:

Question 1.1. How can we cut emissions to half or less by 20307
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Greenhouse gas emissions by economic sectors
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Figure 1.6: Global 2010 greenhouse gas emissions by sector, from the IPCC’s AR5, 2014, ref.

This is not an especially easy question to answer, since the combustion of fossil fuels has become a
stubbornly fundamental cornerstone of the Western material lifestyle, which for better or worse is well
on its way to spreading to the rest of the world. Almost everything we do, whether it’s turning on a
light, eating a burger, buying a new shirt, heating our home in the winter, commuting to work, charging
a computer, or visiting an exciting new place is coupled to the release of greenhouse gases. Of course
not all these activities do equal damage, but modern economies are so complexly interconnected that
it is not reasonable to expect individuals to make these judgments , and so the answers to Question
1.1] are best found and implemented on levels starting from cities and up through regions, nations,
and international organizations.

Figure from the IPCC’s previous report (AR5, from 2014) divides global green-house gas
emissions in 2010 up into sectors. The largest single source of greenhouse-gas emissions is due to
electricity generation (25%), followed by the grouping of agriculture, forestry, and other land use
(AFOLU, 24%), and then industry (21%).

The fact that electricity generation is the largest single source of greenhouse-gas emissions is in
fact incredibly good news, since there are a number of technologies that can generate electricity with
little to no greenhouse-gas emissions. Wind turbines and photovoltaics (solar panels) are becoming
the most important COq-free electricity sources due to unlimited scalability (in contrast to hydro
and geothermal power), broad societal acceptance (in contrast to nuclear fission), and technological
maturity (in contrast to a number of emerging technologies) . Figure illustrates the rapid
growth in wind and solar energy. The combined installed capacity of wind and solar passed 1 TW
in 2018, corresponding to approximately one sixth of total electricity generation capacity . The
actual share of global electricity generated by wind and solar in 2018, though, is only 7.5% (2000 out
of 27000 TWh) , slightly less than half as large a portion as installed capacity. This discrepancy
is no quirk in the data - it is a fundamental drawback of wind turbines and solar panels: they only
generate electricity when the wind is blowing or the sun is shining, respectively. (More on that in a
moment. )

Wind and solar are expected to keep growing as a share of renewable energy generation for some
time. The levelized cost per energy is already less than fossil fuels in most places and continues to fall
as the total installed capacity increases . Wind and solar electricity generation is an incredible
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ongoing success story. This is not least because reducing the carbon intensity of electricity works
without requiring anything of the consumer, and thus represents a strategy to mitigate the risks of
climate change with minimal disruption of society. Indeed, the most promising way to decarbonize
many of the other sectors in Figure [1.6]is to electrify them.

Wind and sunlight may come for free, and building wind and solar capacity is now even cheaper
than fossil fuel generation, but in the end the changes required by Definition [I.1] still don’t come for
free. And this is because of the intermittency problem, namely the fact that the wind and the sun are
not kind enough to blow and shine exactly when we might need the electricity. It turns out that there
are no cheap solutions to this problem, which will be described in more detail in the next Section.

One possible rough answer to Question [1.1]is then:

1. Install wind and solar as much and as fast as possible to decarbonize electricity production!

2. Electrify everything that can possibly electrified! The main opportunities are in Buildings (6.4%
of direct CO, emissions), Transport (14%), and Industry (21%).

3. Solve the problem of intermittancy.

4. Do less of the things that are hard to electrify, and stop doing the greenhouse-gas-emitting
things that can’t be electrified!

These four steps can and must be advanced simultaneously. E| The challenges are both technological
and social. The technological challenges, today, are primarily in Items [2] and [3] The solutions to the
intermittancy problem and for electrifying other sectors are overwhelmingly based on electrochemistry,
the subject of the next Section and the motivation for this PhD Project.

The societal challenges lie in getting people to accept the costs of implementing these technologies,
through taxes and/or increased prices in electricity and other products; and in making lifestyle changes
where electricity can’t help, or can’t help fast enough (Item . Notable carbon-intensive activities
that cannot be electrified in the foreseeable future, if at all, include meat consumption (8.5% of global
emissions ) and air travel (2-5% of global emissions and growing ,, and probably a much
larger portion of the emissions for which the reader of this Thesis is responsible). A powerful and

Note that bio-energy is not included in this suggested answer at all. This is in part because bio-energy is out of the
scope of this Thesis, but mainly because the climate impact of substituting fossil fuels with biofuels is highly scrutinized.
Use of land for bio-energy, especially forest bio-energy may actually increase CO, concentrations in the atmosphere to
2050 and beyond compared to burning fossil fuels and leaving the biomass to grow. . As such, it is a terrible
mistake that the EU counts forest biomass as carbon-free renewable energy!
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Figure 1.7: Rapid progress of renewables. (a), Growing installed capacity of wind and solar, from
Bloomberg New Energy Finance (BNEF), 2019, ref. (b), Solar learning curve including module and
balance of system (BOS) prices, adapted from Creutzig et al, 2017, ref.
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indiscriminate way to promote all of the steps above within the framework of a free-market economy
and to get individuals to make the necessary sacrifices with minimal intrusion is a universally applied
CO, tax. This is the favored method by economists [31], but has to be high enough to influence both
corporate and individual behavior.

The need for everyone to accept such sacrifices is where the climate crisis poses a challenge for
capitalistic liberal democracies. E| On the one hand, such societies feature political and economic
systems which all too easily fall to the temptation of serving short-term interests. On the other hand,
at the core of their values lie the free inquiry of science and the engagement of the public which which
have succeeded in driving climate change mitigation to the top of the agenda in Europe. There is
no guarantee we will be able to make the necessary changes fast enough to keep climate change from
delivering the fatal blow to Fukuyama’s dream. But there is reason to be optimistic.

2For a fascinating philosophical discussion of these challenges, Danish readers should read “Klimakrisens Rgdder” by
Anders Bodin, ref. [32].
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1.2 Electrocatalysis: An important piece of the answer

In the last Section, I claimed that the most important remaining technological challenges that need to
be solved to decarbonize society are (1) the intermittancy problem, which is to say the need to keep
the lights on when the sun isn’t shining and the wind isn’t blowing, and (2) the electrification of other
sectors.

The intermittancy problem becomes more important as the amount of intermittant renewable
energy in a market increases. Figure [I.8 shows the electricity demand and intermittent renewable
electricity generation in Denmark for a two-week period in the summer of 2017. Such datasets are
available from energinet.dk. Overall, wind and solar met 45% of electricity demand during that
period, and wind and solar generation even exceeded demand for short periods of time. However,
there were also periods of time, such as day 222-223, with little to no wind and solar, where all of
Denmark’s electricity generation came from bio and fossil fuels or from neighboring countries.

The following are some of the solutions most often proposed for the intermittency problem [34H36]:

e Overcapacity of renewable generation, geographic diversification
e Flexible grid elements including battery vehicles

¢ Hydrogen energy storage

The first point is well under way, with cables linking Denmark’s electricity network to the Swedish,
Norwegian, and German grids, and cables planned to the Netherlands and Great Britain. Usually,
the wind will be blowing or the sun shining in at least one of those places and, with enough wind
generation overcapacity, that can help power neighboring regions. However, overcapacity is expensive,
and there will still be times where demand is not met.

The second point involves utilizing market forces to get people to use electricity when it is most
abundant. This could mean waiting until the wind is blowing and electricity is cheap to run a washing
machine, or to charge a battery-powered vehicle. (Batteries are electrochemical devices, but out of the
scope of this Thesis.) By extension, the varying price of electricity could even get people with battery

The Danish electricity grid, July 28 - August 14, 2017
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Figure 1.8: The intermittancy problem. Electricity demand (black) compared to wind (blue) and solar
(yellow) supply for Denmark over a two-week period in summer 2017. Data from energinet.dk, ref.
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vehicles to discharge their batteries when the wind isn’t blowing, and so with sufficient electrification

of transportation, the vehicle fleet could become a source of energy storage. There are limitations in

how far this can go: if every single car in Europe (300 million) was switched for an electric car with a

typical car battery (30 kWh) and made fully accessible to the grid, this could power Europe (average
350 GW electricity in 2018) for

3-10° - 30(kWh] _

350[GW] 2508,

or just about a day’s electricity storage. Firstly, this is not enough energy storage to keep the lights on
through a longer cloudy wind-still period. Secondly, most people will want to use their cars. Thirdly,
full electrification of the personal vehicle fleet in Europe by 2030 is beyond any present ambition [36],
and it is hard to imagine total battery capacity growing faster in any other sector. So, while batteries
will help, they are not the full answer.

The last point, in bold, depends on electrochemical technologies - water electrolyzers which use
electrochemical energy to split water into hydrogen and oxygen; and hydrogen fuel cells which generate
electrical energy by the reaction of hydrogen and oxygen. Electrolyzers are described in more detail
below.

The following have been proposed as means to electrify other sectors [36]:
e Buildings [37]: replace fuel heating with electric heat pumps

e Transport [38,39]:

more reliance on electric-powered mass transit

— battery-electric vehicles, mainly for personal vehicles

hydrogen fuel cell vehicles, mainly for buses & trucks, etc

— Eventually Use electrical energy to make fuels for heavy transport
e Industry [40]:

— Replace fuel heating with electrical heating.
— When possible, replace fossil fuel reactants with electrochemically produced hydrogen.

— When possible, replace thermal processes with electrochemical processes.

The points in bold depend on a number of electrochemical technologies, some mature and some
emerging. One clear aspect is the central role of electrochemically generated hydrogen, not only for
energy storage in the electrical grid, but also as a renewable energy input in other sectors. I will briefly
describe the water electrolyzers used for electrochemical hydrogen production, and then mention some
of its uses and some of the other electrochemical processes of interest for decarbonizing transport and
industry.

Hydrogen (H,) can be produced electrochemically by electrolysis of water (H,O) into oxygen (Os)
and Hy. The overall reaction is:

It is actually extremely simple to drive this reaction (inefficiently) with electrical energy. One need
only tape wires to the two ends of a four-volt battery, and then put the wires in a cup of salt water.
Bubbles will develop on both wires. The bubbles on the wire connected to the positive end of the
battery (the anode) are O4, and the bubbles on the wire connected to the negative end of the battery
(the cathode) are Hy. The reaction is separated into anodic and cathodic reactions, the first of which
involves ozidizing water to Og, and the second of which involves reducing water to Hy. These two
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Figure 1.9: Schematic diagrams of the three types of water electrolyzer cells: Alkaline electrolysis cell
(AEC), polymer electrolyte membrane electrolysis cell (PEMEC), and solid oxide electrolysis cell (SOEC).
From ref. |41

reactions, referred to, respectively as the oxygen evolution reaction (OER) and hydrogen evolution
reaction (HER) are written as follows:

2H,0 — Oy +4(H' +¢) OER
2(H" +e¢) — H, HER (1.3)

They are connected by electrons (e~ ) flowing through the wires and the power source, and by protons
(H") or other charge carriers moving through the liquid, which is therefore called an electrolyte. The
voltage between the anode and cathode, called the cell potential, is what drives the reaction. It makes
the electron energy lower on the anode and higher on the cathode, pushing both reactions, as written
here, in the forward direction.

How much do we need to push the electrons? There is a minimum, 1.23 V, which is set by the
thermodynamics of Reaction but in practice it will always require more. It costs some potential -
the electrical current times the solution resistance - to push the ions between the anode to the cathode.
It also costs some potential to drive reactions and[L.3themselves. This potential, called the catalytic
overpotential and depends on the electrode material. A material that minimizes the overpotential is a
good electrocatalyst.

Three designs for water electrolyzers producing hydrogen from water by Reactions and are
shown in Figure from ref. 41. For detailed discussion and comparison of these technologies, I
refer the reader to a number of excellent reviews, assessments, and perspectives including refs. |41}H48..
Briefly, the three technologies differ fundamentally in the type of electrolyte (indicated in bold) and
electrocatalyst (in italics) used:

e Alkaline electrolysis cells (AEC’s) are the electrolyzers most in use today, and the type that
most resemble the wires-in-a-glass setup described above. In an AEC, the anode and cathode
are immersed in an electrolyte of concentrated alkaline solution. The charge is carried by
hydroxide ions through a porous ceramic called the separator. The separator’s purpose is to keep
the Hy from the cathode and O, from the anode separate, but a small amount of H, will diffuse
over to the anode side. This is the main drawback of AEC’s: they must be run at high current
density to avoid making an explosive mix of O, and Hy. This makes them less than ideal for
solving the intermittancy problem. Another drawback is a high solution resistance. The main
advantage, as will be described in more detail at the start of Chapter |3] is that there are cheap
electrode materials that can catalyze Reactions and in alkaline electrolyte. Nickel works
reasonably well for both electrodes.

e Polymer electrolyte membrane electrolysis cells (PEMEC’s) utilize a proton-conducting poly-
mer electrolyte membrane such as the commercial Nafion from DuPont. The main advan-
tages are that the resistance to proton transport across the membrane is very low while the
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membrane is very effective at blocking gas crossover. The disadvantage, as will be described in
more detail at the start of Chapter [3] is that the membrane is in effect a very acidic electrolyte,
and that there are at present no cheap and stable electrocatalysts that can facilitate Reactions
in acid. Present PEMEC’s use platinum at the cathode and iridium and/or ruthenium ozides
at the anode. These are all very rare metals.

e Solid oxide electrolysis cells (SOEC’s) are an up-and-coming technology. Here the electrolyte is a
solid oxide-conducting ceramic such as yttrium-stabilized zirconia (YSZ), which transports
oxide anions (027) at high temperature. The disadvantage is that they have to run at very
high temperature, on the order of 800°C, at which the materials degrade. The advantage is that
there is little to no catalytic overpotential on the oxide itself at these temperatures, and so water
splitting is done with very high energy conversion efficiency.

PEMEC’s are expected by many experts to be the predominant water electrolysis technology
by 2030, as hydrogen begins to play an important role in decarbonization [41]. Their domanince
increases if more efficient and scalable electrocatalysts are developed. This is the main motivation for
the materials of study in the Chapters of this Thesis. Most of the experiments presented in Chapter
though used primarily to characterize the experimental techniques, are done on platinum, which
is used on the cathode of PEMEC’s. Most of the experiments presented in Chapter [3| are done on
ruthenium dioxide (RuQ,), which is a catalyst material for the anode of PEMEC’s.

Electrochemically generated hydrogen can be stored in tanks, and used in any of the following
ways:

e Electricity generation for the grid via a fuel cell. The dominant fuel cell technology today
is a polymer electrolyte membrane fuel cell (PEMFC), which is the PEMEC of Figure in
reverse, with a platinum catalyst on the oxygen side [49]. Solid oxide fuel cells are an emerging
technology.

e Transport in PEMFC electric vehicles.

e Reduction of iron ore for steel production. At present, steel is produced by the approximate
reaction:

2Fe,03 + 6C + 30, — 2Fe,05 + 6CO —= 12C0, + 4 Fe, (1.4)

The stoichoimetric carbon from this reaction accounts for more than 3% of global CO, emissions
(Paper [V).

An emerging steel-making process [50] uses direct reduction by H, instead:
F6203 =+ 3H2 - 3H20 + 2Fe (15)

In some models of the future energy+industrial landscape, this will be the primary use of re-
newable hydrogen in 2030 and beyond [35].

e The Habor-Bosch process which makes ammonia for fertilizer:
Ny, +3H, — 2NHj3 (1.6)
At present, the hydrogen used in this process comes from steam reforming of natural gas:
CH, + 2H,O0 — 4H, + CO, (1.7)

The stoichiometric amount of carbon used in steam reforming for ammonia production today is
about 0.5% of global CO, emissions (Paper |V)).
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e Production of liquid fuels by the reaction of Hy and CO, captured from point sources or the air.
This involves first producing syngas, a combination of CO and Hsy, by reacting an excess of H,
with CO, by the water-gas shift reaction, and removing the water:

H, + CO, — H,0 + CO (1.8)

Syngas can be used to synthesize methanol or long-chain hydrocarbons (Fischer-Tropsch reac-
tion) depending on the catalyst and reaction conditions .

With respect to the last point above, it is interesting to ask:
Question 1.2. What products would be smart to make by using renewable energy to convert COy?

Figure[1.10]is a generalized and simplified approach to answering that question. It shows the market
price vs the energy content for a number of carbon products, with the size of the marker representing
the market size. The lines represent the minimum cost to make a product given prices for the CO,
starting material and the renewable electricity. Products above the line might be economically viable,
while products below the line can not be. In Paper [V} we use this analysis to motivate the production

of ethylene (Reaction and ethanol (Reaction [1.10) by direct electrochemical CO, reduction on
copper electrodes:

2C0, + 12(H" + ) — CyH, + 4H,0 (1.9)
2C0, + 12(H" + ¢) — CH3;CH,OH + 3H,0 (1.10)

This reaction has also been a focus of my PhD (Papers and , though not the Chapters of
this Thesis.

Because it is only based on thermodynamics, the economic argument in Figure [1.10] is equally
valid with thermal reaction of CO, with Hy produced by electrolysis with renewable electricity. 1
have added a possible Fischer-Tropsch reaction product, decane (C;yHy,), which is representative of
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Figure 1.10: Mapping of fuels and chemicals comparing market price with minimum cost of electricity
and CO, for two different electricity prices. The size of each dot indicates the market size, on a log scale.
All quantities are normalized to mass of carbon. Adapted from Paper[V] Jet fuel has been added assuming
the carbon density and energy content of decane (CiqHgs).



14 CHAPTER 1. INTRODUCTION: THE CLIMATE CRISIS

heavy transport fuel (aviation fuel is primarily hydrocarbons of length 5-15). This product is not
thermodynamically impossible to make at the present market price with electricity at 20 USD per
MWh (near the record lows for solar installations), but is impossible at 50 USD per MWh (more
typical of present solar installations). It is very important to realize, though, that the actual cost of
making a product will be significantly higher than the lines in Figure because of overpotentials,
capital costs, and other operating costs.

The price of captured CO4 in Figure USD 200 per ton of carbon, is representative of carbon
captured from a power plant [52]. Carbon captured from the air would be much more expensive,
pushing the lines up. A carbon tax, however, would push the lines down, since captured and utilized
CO, avoids the tax. This is clearly essential if renewable fuels are ever going to compete with the likes
of coal and natural gas.

To conclude this Chapter, before diving into the heavy electrocatalysis of this Thesis, I should
introduce one essential aspect in the study of electrochemistry, the three-electrode setup. A more
complete introduction to electrochemistry [53}54] is beyond the scope of this Thesis, but with this one
concept, a new reader might be able to follow the experiments in the next Chapters, which attempt
to introduce other new concepts as they come up.

When running an electrochemical process in industry, there is typically only one potential difference
that matters: the cell potential between the anode and the cathode. This potential difference, times
the current, is the power being consumed. However, in electrocatalysis research, it is almost always
preferable to study the anode or cathode reaction in isolation.

This means, most often, controlling the potential of the sample, referred to as the working electrode
(WE), on an absolute scale while measuring the current passing through it. The absolute potential
scale is accomplished by using a reference electrode (RE), which contains each of the reactants and
products in a facile redox reaction at steady, well-defined activities. The reference electrode used for
the experiments in this Thesis is a mercury/mercury sulfate reference electrode, based on the redox
reaction

Hg + SOF < HgSO, + 2¢ (1.11)

Since Hg and HgSO, are solids, only the activity of SO/ can potentially vary. It is kept constant
by using a saturated K,SO, solution. The equilibrium potential of such a reaction is a constant
value determined by thermodynamics, so as long as there is no current flowing through the reference
electrode (above the tiny current that a voltmeter uses to measure a potential difference).

The absolute potential of the WE is determined on the scale of the RE just by measuring the
potential difference between them with a voltmeter. Controlling the potential is a bit trickier. The
way to change the potential of the WE is actually to run a current through it. This charges the

Working Reference Counter
Electrode Electrode flectrode

Figure 1.11: Diagram of the three-electrode setup. The dotted-line box at the top represents a poten-
tiostat. From my master’s thesis, ref. 54,
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electrode-electrolyte interface, which is what determines the electrochemical potential. But running
a current through the RE isn’t an option, because then the redox reaction would no longer be at
equilibrium and the potential would no longer be well defined. So we need a third electrode, called
the counter electrode (CE) who’s only purpose is to conduct the current needed to get the working
electrode to the desired potential. The current through the CE is equal and opposite to the current
through the WE.

So, to get the WE to a desired potential vs the RE, what actually happens is that a voltage is
set between the WE and the CE, and the resulting current changes the absolute potential of the WE,
which is measured against the RE, and this is iterated until the WE is at the requested potential
against the RE. Then, the current is measured. This is often done while scanning the WE potential
back and forth smoothly to measure the current as a function of the linearly changing potential, a
technique called cyclic voltammatry. Doing this smoothly requires some fancy electronics, and the
machine containing these electronics is called a potentiostat. This setup is shown in Figure [1.11]

So that’s how we study one electrode material at a time. But you may notice that the only
information we get from the potentiostat is the electrochemical current and potential. You may be
wondering,

Question 1.3. How do we know which reaction(s) the current is going to?

That is the right question to bring us to the next Chapter.
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Chapter 2

The Right Tools to Answer the Right
Questions

As described at the end of the previous Chapter, electrochemistry will play a central role in a steady-
state civilization where all of the inputs to our energy infrastructure and chemical industries are
renewable or closed-cycle. This will require the development of a wide range of new electrochemical
processes and technologies, and the transition will be accelerated by increasing the efficiency and
lowering the cost of existing electrochemical technologies, first and foremost water electrolysis. Central
to these technologies are the electrode materials, or electrocatalysts, on which the anode and cathode
half-reactions take place. Research efforts around the globe have therefore flourished in recent years
to develop new electrocatalyst materials and to improve the understanding of existing electrocatalyst
materials [55-57]. While (it can not be repeated enough) no realistic pace of progress in these efforts
could remove the necessity of high and rising taxes on CO, emissions, every bit of progress helps.

It is essential in electrocatalysis development to be sure that the reaction taking place is actually
the desired reaction. This sounds obvious, but in electrochemistry it can be tempting to just measure
the electrode current (the rate at which e are released or consumed) and not analyze the chemical
products. Examples of when the electrode current can be misleading in oxygen evolution catalysis are
given in the next Chapter (Section . The need for product detection is even more important in
electrochemical reactions which intrinsically have many possible products, such as the CO, reduction
reaction [58]. In general, we need product detection to determine the Faradaic efficiency, or the
portion of the electrons transferred, for a specific reaction or product.

There are a number of product quantification methods including, for example, high pressure liquid
chromatography (HPLC), gas chromatography coupled to temperature conductivity detection (GC-
TCD) or flame ionization detection (GC-FID), nuclear magnetic resonance (NMR), or colorimetric
methods which are all suitable for detecting various products of electrochemical reactions. These all
have in common, though, that they typically require an electrochemical reaction to be run for some
time to build up a concentration of a product. They are, in other words, ex-situ or batch product
detection methods. Detecting electrochemical products after a batch reaction, while useful, is tedious
and often leaves out the information of how Faradaic efficiencies can change over time, which can help
in understanding stability and electrocatalyst fundamentals. For these reasons, we wish for an in situ,
i.e. continuous or equivalently “real-time”, product detection. Mass spectrometry (MS), a readily
available technology which is described in the start of Section [2.1], is a very useful tool in this regard
because of its speed, ability to distinguish between molecules (chemical resolution), and sensitivity.
A technique that I have helped develop to interface mass spectrometry with electrochemistry via a
silicon microchip, chip EC-MS, is the subject of Section and the subject of Paper [

A pervasive idea in catalysis research is that an improved fundamental understanding of how and
why the atoms move around on the surface of catalysts during the electrochemical reaction will enable
the rational design of more efficient, more stable, and less expensive catalysts [59]. Electrocatalysis
is no exception [57,/60-62]. In this effort, virtually no computational or experimental tool known
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to materials science has gone unturned in the quest to understand specific electrocatalysts and the
fundamentals of electrocatalysis.

Chip EC-MS has certain advantages, including sub-monolayer sensitivity, fast time response, and
the ability to quickly dose reactive gases, that make it ideal for fundamental electrocatalytic studies.
(It also happens to have some disadvantages, briefly described in ) These advantages make it
ideal for stripping experiments, which probe the adsorbates on a surface by reactive desorption. This
is a powerful type of experiment, in a word because the involvement of surface-adsorbed species is
effectively the definition of catalysis. Papers [[} [[II} and [V]] feature stripping experiments, and an
example is included in [2.1.2

The extremely high sensitivity of chip EC-MS is based on the fact that every molecule of a gas
produced at the electrode being studied (such as Hy or O, produced by water splitting) goes through
the chip and to the vacuum chamber. This also makes it a fantastic platform for absolute quantification
in mass spectrometry, in which a mass spectrometer signal is related not just to the concentration of
an analyte, but to an absolute number of molecules of an analyte. This is the subject of Section
which includes recommended procedures for using EC-MS as a generalized platform for quantitative
mass spectrometry.

The final Section of this Chapter brings us to the juicy heart of this Thesis.

Atoms are in general too small and too quick (when it’s not extremely cold) to see them moving
around. And there’s the annoying problem that, in general, you can’t tell two atoms of the same
element apart, so it’s impossible to keep track of them! If we wish, experimentally, to understand how
atoms move around on an electrocatalytic surface, it is therefore very useful to label them. This can
be done using isotopes, which are versions of an element that have different number of neutrons, and
thus different masses. Since chemistry is dominated by protons and electrons (the number of which
defines the element), different isotopes of the same element behave (to a reasonable approximation)
identically in electrocatalytic reactions. A mass spectrometer, though, can tell the difference! There
are a number of exciting things to look at in electrocatalysis with isotope labeling and a sensitive
enough setup. Two examples are given in Section and isotope labeling experiments in oxygen
evolution electrocatalysis are the primary focus of the following Chapter.
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2.1 Electorchemistry - mass spectrometry

Mass spectrometry is one of the most versatile and widely used analysis tools in science [63}/64]. It
also has rich and fascinating history [65], some notable points in which are summarized in Figure
In essence, mass spectrometry is the study and use of methods to separate charged particles in high
vacuum by their mass-to-charge (m/z) ratio. The mass-to-charge ratio of all molecular and atomic
ions (at non-relativistic energies) is very close to an integer multiple of one atomic mass unit per
fundamental charge, and so the m/z ratio is usually stated simply as an integer with the implied units
of [atomic mass unit per fundamental charge]. Some mass spectrometers have such high resolution
that they can separate ions with the same nominal (integer) m/z ratio [63], but for the quadrupole
mass spectrometers used in this PhD thesis, m/z is in effect an integer.

The early development of mass spectrometry was inseparable from the fundamental study of how
charged matter behaves under electric and magnetic fields in vacuum, and thus closely tied to many
fundamental discoveries in early physics. This includes the discovery of the electron, the discovery
of relativistic effects, and the discovery of isotopes. Mass spectrometry has been put to use in an
astounding number of applications, including a prominent unsavory one: a modified mass spectrometer
was used in one of the purification steps of ?*°U for the first atomic bombs (diffusion-based methods
and centrifugation have since become much more practical methods of separating this isotope) [72].
Other applications include, for example, trace element analysis (ICP-MS) and protein sequencing
(MALDI-TOF).

A mass spectrometer consists of at least three components in a vacuum vacuum chamber [63]:

1. Ion source. The ion source for the electrochemistry-mass spectrometry (EC-MS) setups de-
scribed in this Thesis is electron impact ionization (EI, Figure 2.2h). An electron beam is
generated by heating up a filament until the high-energy tail of the Fermi distribution of the
electrons in the material exceeds the work function of the material. This expels electrons into
the vacuum. These electrons are accelerated through a voltage V' and pick up an ionization
energy of ¢.V. The ionization energy in this diagram, and throughout this Thesis, is 70 eV.
The electrons encounter the molecules to be analyzed (we’ll get back to how these molecules
got there) in an ion volume and impact some of them, imparting a large energy. Many of these
impact events result in the expulsion of another electron (or multiple electrons), generating a
positively charged ion. Many also result in fragmentation, or breaking of the molecules’ bonds.
It is these fragments which are separated and detected by m/z ratio. First they are accelerated
from the ion volume to the mass separator.

2. Mass separation. For the EC-MS setups, this is accomplished by a quadrupole (Figure )
A quadrupole consists of four parallel rods separated by a distance on the order of a centimeter.
The rods are connected in two pairs, which are biased by a constant DC bias superimposed on
a radio-frequency AC bias. The result is that ions of a specific m/z ratio, which is a function
of these two biases, are driven in a stable circular trajectory between the rods and in the plane
perpendicular to the rods, whereas ions of other m/z ratios are thrown out by either the AC bias
(small ions) or the DC bias (large ions). Ionized fragments enter the four rods with a velocity
parallel to the rods, and those with the right m/z ratio fly in neat spirals long enough to make
it through. The biases can be changed quickly to scan through a range of m/z ratios (for a mass
spectrum) or jump between specific m/z ratios of interest to monitor their signals as a function
of time (for a mass-time measurement). The separation power increases with the length of the
quadrupole, and 10 cm is a typical length.

3. Detection. The ion fragments that make it through the quadrupole hit a detector. In the
simplest case, called a Faraday cup the detector is just a grounded piece of metal, and the
current from the ground, which is equal to the current due to the ions hitting the detector, is
measured. However, for higher sensitivity, with a secondary electron multiplier (SEM), the ions
hit the first of a series of charged plates, starting an electron cascade. The current coming out
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1869 - first observation of cathode
rays (later identified as electrons) in
electric discharge through vacuum
tubes by Johann Wilhelm Hittorf

]

1898 - J. J. Thomson measures the m/z
ratio of cathode rays (electrons) —

1901 - deflection by a magnetic field
used to show that particles gain mass
as their energy increases (relativistic
mass).

1919 - Francis Aston finishes the first =
full mass spectrometer. lonization is

done in a discharge tube, mass

selection by crossed electric and

magnetic fields, and detection by -
luminescence in a discharge tube.

1941 - a mass spectrometer based on
the cyclotron, called the calutron, is
used to separate isotopes of uranium
for the Manhattan Project.

1946 - first time-of-flight mass
analyzer developed by W. Stephens =™ |

1963 - MIMS invented by Hoch and

Kok for study with MS of volatiles in \
liquids [A]

1956 - first GC-MS by Roland Gohlke
and Fred McLafferty

-

1968 - electrospray ionization
invented by Dole

1980 - inductively coupled plasma

.

1900

A AN

(ICP) first used as an ion source for
mass spectrometry by Robert Houk et

al. | | | /

1984 - differential electrochemical
mass spectrometry (DEMS) invented
by Wolter and Heitbaum. [C]

2009 - microreactor described by

Henriksen et al for mass
spectrometric analysis of the activit)\

[T\

2000

\|

of a small amount of catalyst. [E] -1

2018 - membrane chip and EC-MS

described by Trimarco and Scottetal. ———_ |

[G]

- —

1886 - discovery of anode rays (ions)
by Eugen Goldstein

1898 - demonstration by Wilhelm
Wein that anode rays have much
larger m/z than cathode rays

1913 - °Ne and ??Ne seperated by J. J.
Thomson and his student Francis
Aston. Isotopes are discovered!

1918 - electron ionization described
by Author Dempster

1931 - cyclotron invented by Ernest O.
Lawrence. lons are accelerated in a
spiral by a constant magnetic field
and radio-frequency alternating
electric fields.

1943 - first successful
commercialization of a mass
spectrometer by the Consolidated
Engineering Corporation

1953 - first quadrupole mass
spectrometer by Wolfgang Paul and
Helmut Steinwedel

1962 - first QMS sold to NASA for
residual gas analysis

1966 - first use of mass spectrometry
for peptide sequencing by Biemann,
Cone, Webster, and Arsenault

1971 - first measurements of
electrochemical products by
Bruckenstein and Gadde [B]

1983 - matrix-assisted laser
desorption ionization (MALDI)
developed by Tanaka, Karas, and
Hillenkamp.

2006 - online electrochemical mass
spectrometry (OLEMS) developed by
Marc Koper and coworkers. [D]

2015 - electrochemical microreactor
described by Trimarco et al. [F]

Figure 2.1: Brief history of mass spectrometry. Most events are described in ref. |65 and at https:
//en.wikipedia.org/wiki/History_of_mass_spectrometry. Several later events focus on the coupling
of electrochemistry and mass spectrometry: [A], ref. 66; [B], ref. 67 [C], ref. |68 [D], ref. 69; [E], ref. |70;

[F], ref. [71: [G], Paper
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Figure 2.2: Diagram of the components of a quadrupole mass spectrometer (QMS): (a), electron impact
ionization; (b) quadrupole mass separation; and (c), secondary electron multiplier detection. Adapted
from J. Gross, “Mass Spectrometry”, ref. Figure numbers in the image refer to that textbook.

of the last plate, which is orders of magnitude larger than than the ion current hitting the first
plate, is recorded as the mass spectrometer signal. For the EC-MS setups in this Thesis, we use
a SEM.

Each of the three components above necessarily operate in high vacuum . The coupling
of mass spectrometry and electrochemistry, motivated at the start of this Chapter, therefore requires
an interface allowing electrochemical products from a wet, ambient-pressure environment to enter a
vacuum chamber while maintaining a pressure less than ~ 10~¢ mbar.

2.1.1 Chip EC-MS: working principle

Our version of electrochemistry - mass spectrometry involves making the interface between the liquid
electrolyte and the vacuum chamber with a specially fabricated silicon microchip called the membrane
chip. The motivation, design principles, and original implementation of Chip EC-MS are described
extensively in a fantastic PhD Thesis by Daniel Trimarco (ref. [74]) and in the article which we wrote
together, included in this Thesis as Paper [[}

This strategy gives a number of unique advantages, and also some disadvantages, which make
it ideal for fundamental studies but (in its present implementation) less ideal for high-current in-
operando studies. For the latter type of study, conventional flow-cell differential electrochemistry -
mass spectrometry (DEMS) [75] retains some advantages. Ours should therefore be thought of as a
distinct technique, which we refer to as chip EC-MS or just EC-MS.

Figure includes schematic diagrams of the key components of chip EC-MS. Membrane chips
are fabricated at wafer-scale from semiconductor-on-oxide (SOI) wafers with standard clean-room
techniques. Photographs of the front and the back of the chip, are shown in the bottom right corner.
The photograph of the front of the chip is colorful due to the diffraction of visible light by the chip’s
membrane. The membrane consists of thousands of holes with a diameter of 2.5 pum patterned over
a circle 7 mm in diameter by UV lithography. Below the membrane is an empty volume, called the
sampling volume formed by etching of the SOI’s oxide layer. The sampling volume is connected to
the back of the chip by four holes formed by deep reactive ion etching (DRIE) from the back. A
series of gas channels are formed on the back by UV lithography: a wide carrier gas reservoir channel
connecting the carrier gas inlet to the carrier gas outlet (indicated in blue in the chip schematic at the
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Figure 2.3: (a) Schematic diagrams of chip-based EC-MS and photographs of the membrane chip,
adapted from Paper [[| (b-c) Visual microscopy images of the (a) front of the chip showing the membrane,
scale bar = 20um and (b) back of the chip showing the capillary through the transparent Pyrex, scale bar
= 200pm.

top right of Figure , three carrier gas delivery channels (intended to achieve symmetric gas flow -
indicated by one green channel in the schematic), and a capillary connecting to the mass spectrometer
inlet (red in the schematic). These gas channels are sealed by anodic bonding to a Pyrex glass wafer,
such that the finished chip is silicon on the top and glass on the bottom. The holes for the carrier gas
inlet, carrier gas outlet, and mass spectrometer inlet are formed in the Pyrex with a CO4 laser prior
to bonding. This membrane chip design is protected by a patent and commercialized by Spectro
Inlets ApS.

The membrane chip is intended as a window into what is happening on (or more specifically, what
is desorbing from) the surface of an electrochemical sample. This requires setting up a three-electrode
setup with the working electrode parallel to and close to the membrane. We accomplish this with an
EC-MS cell, diagrammed on the top-left of Figure and in Figure 2.4h. The cell is most simply
described as a piece of polychlorotrifluoroethylene (PCTFE or Kel-F) with holes machined in it. The
holes include a cavity through the center for the working electrode assembly. We use the Change-Disk
RDE equipment commercially available from Pine Research Instruments for quick and versatile sample
exchange. This system uses a PTFE U-cup, which is squeezed slightly between the sample and the
cell, to hold the sample in place. The sample can be any 5 mm disk. The distance between the sample
and the membrane of the chip, the working distance, is defined by a Teflon spacer, and is 100 pum
throughout this Thesis. The volume between the surface of the working electrode and the membrane
chip is called the working volume. The concentric 7 mm membrane and 5 mm membrane give rise to
a 1 mm x 100 um edge volume which is bound by the membrane but not the working electrode. The
high aspect ratio of this edge volume ensures that little to no analyte produced at the electrode is lost
by lateral diffusion.

The working volume is connected via channels in the EC-MS cell going from just past the edge
volume to threaded openings at the top, which are generally fitted with Luer adapters for interfacing
with liquid pathway components. In two of these, we place a piece of custom-made glassware with a
Luer tip, a ceramic frit to prevent convection, and a large cylindrical volume above. These glassware
house the reference and counter electrodes. The other two openings are then used as electrolyte inlet



2.1. ELECTORCHEMISTRY - MASS SPECTROMETRY 23

L- ® assembled

& EC cell

a) b)

PCTFE cell

P

flow to MS - ‘
| (10" molecules/s) g carrier gas out
PTFE - ) (pressuni:ontroll

U-cup

sample carrier gas in A
electrode (WE) (flow control)

Figure 2.4: Diagrams of (a) the cell + working electrode assembly and (b) The cell 4+ chip + interface
block assembly. (c) Photo of the setup in use. From Paper

and outlet. The full assembly is shown in the photograph in Figure 2.4c. To avoid bubbles, the
cell must be filled with electrolyte through the inlet before the reference and counter glassware are
inserted.

As mentioned at the start of this chapter, chip EC-MS has two advantages over conventional
systems for fundamental studies in electrocatalysis:

1. Extremely high sensitivity. This is possible because the chip membrane serves as an equilibration
step, letting volatile gases evaporate without sucking in solvent. The very low solvent flux means
that no differential pumping stage is necessary, unlike DEMS. Furthermore, the low solvent flux
is the reason it is possible to run long experiments without flowing electrolyte. Together, this
means that every molecule of volatile product produced on the electrode will make it to the mass
spectrometer

2. The ability to quickly dose and purge reactant gases. This is possible because the equilibrium of
the gas-liquid interface at the chip’s membrane works both ways: dissolved gases are released,
and the gas fed into the chip saturates the electrolyte in the working volume.

Since electrolyte is not flowed during experiments, the cell is a a stagnant thin-layer cell. The
working volume functions as a perfect diffusion layer, making it relatively easy to model mass-transport
in the system. This mass-transport model was first presented in my Master’s Thesis , and later
refined and verified experimentally in Paper [} I will not redevelop the model here, but I will use its
results from time to time throughout this Thesis.

In practice, an external system for vacuum and gas handling is needed to realize the advantages
of high sensitivity and quick reactant gas dosing and purging made possible by chip EC-MS. This
Appendix describes two such vacuum systems that I worked on during this PhD project. The vast
majority of my work was done on the so-called “Sniffer setup” at DTU. During my external stay
in professor Zhenhai Wen’s group at the Chinese Academy of Sciences (CAS) in Fuzhou, I designed
a more compact version, which became the EC-MS 200A. Valve diagrams and descriptions of these
setups are shown in Appendix [A]
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In the spirit of making this Thesis useful to my colleagues, Appendix [A] also describes procedures
for changing chip and changing carrier gas for each of these setups with reference to the valve diagrams.

2.1.2 Example experiments: RHE potential measurement and CO stripping

Here I show two examples of common electrochemistry experiments as seen through the window of
chip EC-MS. These two experiments also demonstrate the utility of the gas-exchange functionality,
and happen to be quite interesting when instead done in isotope-labeled electrolyte. Isotope-labeled
versions of these two experiments are shown later in this Chapter, in Subsections and

The first experiment is a measurement of the reference electrode potential on the reversible hydro-
gen electrode (RHE) scale. The reversible hydrogen electrode potential is defined as the potential at
which the hydrogen evolution and hydrogen oxidation reactions (HER and HOR, respectively) are at
equilibrium in electrolyte saturated by 1 bar hydrogen:

2(H" +e) ~ H, (2.1)

This situation can be easily created in a chip EC-MS setup using hydrogen as the carrier gas and a
platinum electrode as the sample, since platinum is an excellent catalyst for the HER/HOR [77-79)].

The experiment is shown in in Figure[2.5p as an EC-MS plot, in which the electrochemical potential
(left y-axis) and current (right y-axis) are plotted against time in the bottom panel and the concurrent
mass spectrometry data is shown in the top panel on the same time axis. E|

Starting from the left: the platinum electrode is cycled between -0.7 and +0.7 V vs the reference
electrode (Hg/HgSO,) in helium-saturated electrolyte. Three full cycles are shown. Hydrogen is
produced near the cathodic potential limit, giving rise to an increase in the mass spectrometer signal
at m/z=2. The electrode is set to open-circuit potential (i.e., the current is set to zero) at the cathodic
potential limit of the fourth cycle. This results in less Hy than the first cycles, since in the first cycles
HER continues at the start of the anodic scan. The open-circuit potential then drifts in the anodic
direction until just before the onset of * OH adsorption, which would draw current. At 300 s, H,
is flowed through the chip, replacing He in the carrier gas reservoir channel. The Hy very quickly
enters the sampling volume of the chip, giving rise to a m/z=2 signal in the mass spectrometer.

LCustomized EC-MS plots, including all of the ones presented in this Thesis, can be produced in one line of code with
the highly versatile plot_experiment function of the EC_MS python package, described in Appendix @
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Figure 2.5: RHE calibration experiment using a polycrystalline platinum electrode in 0.1 M HCIO,. (a)
EC-MS plot with mass spectrometer signals in the top panel and the concurrent electrochemical data in the
lower panel. (b) A zoom-in on the time at which the carrier gas is switched from helium to hydrogen while
the electrode is at OCP, showing the electrode potential (black, left y-axis) co-plotted with the m/z=2
signal (blue, right y-axis)
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Simultaneously, the H, saturates the electrolyte in the working volume. The first H, molecules to
encounter the electrode are immediately oxidized to HyO because there is a substantial overpotential
to drive the HOR (Reaction in the leftwards direction). However, since the electrode is at OCP,
there is nowhere for the resulting electrons to go, and so they change the charge density of the
electrochemical double layer, which functions as a capacitor . This causes the potential to drop
very quickly. The electrode soon reaches a potential at which Reaction [2.1] is in equilibrium. This
equilibrium potential depends on the partial pressure of Hy, and so the potential continues to change
slowly as H, fully replaces He.

The example in Figure [2.5]is unfortunately not the most elegant gas exchange, as indicated by the
inflection points in the MS signals as H, replaces He in Figure . (This results from an overpressure
in the gas manifold before opening Valve 8 in Figure which causes turbulence and gas mixing in
the carrier gas inlet volume.) Figure shows the simultaneous change in the H, signal and electrode
potential during the gas switch. The electrode potential becomes stable to within a few millivolts just
10 seconds after the switch, but the last ~ 2 mV to the RHE potential of -0.717 V vs the reference
electrode take about 100 s (inset). This is, nonetheless, a much faster RHE measurement than can
be accomplished when a macroscopic amount of electrolyte, for example in an H cell, needs to be
fully purged with hydrogen. Such RHE measurements are used routinely to calibrate the reference
electrode potential on the RHE scale in a new electrolyte.

Figure from Paper demonstrates platinum electrochemistry involving carbon monoxide (CO).
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Figure 2.6: Experiments showing HER, OER, CO oxidation, and CO stripping on Pt in 1.0 M HCIO,.
(a) and (c) show EC-MS plots and (b) and (d) each show two parts of the respective data set co-plotted
against potential. He, CO, H,, O,, and CO, fluxes were obtained by calibrating the m/z=4, 28, 2, 32, and
44 signals, respectively, according to the procedures described in Section 2:2] For a detailed discussion,
see Paper B
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Here, the potential has been calibrated to the RHE scale as described above, and the mass spectrometer
signals have been calibrated as described in Section Figure shows a long electrochemistry
program including constant-potential steps and cyclic voltammatry, and a switch from He to CO in
the middle. It is described in detail in the paper. Two cycles from this program (one in He and one
in CO) are selected and plotted vs potential in Figure , as is popular among users of DEMS and
OLEMS.

Figure 2.6c and d show a CO stripping experiment, a common method of characterizing noble
metal surfaces in electrocatalysis [81-84]. It consists of two steps: adsorption of CO, and oxidation of
adsorbed CO, given in Reactions [2.2] and respectively:

CO +*x — xCO (2.2)
*CO + Hy,O — % + COy + 2(H +¢) (2.3)

To study the oxidation of surface-adsorbed *CO in isolation, the *CO dosed in the first step has to
be purged from the electrolyte before the second step.

In Figure [2.6f, after an initial cyclic voltammagram, a short pulse of CO is dosed using the 6-way
valve in Figure and adsorbs on the surface, as indicated by the CO displacement current at ~190
s. After the CO dose, the first cycle shows no Hy signal or hydrogen adsorption current (Figure ),
indicating the surface is fully poisoned by adsorbed CO. The anodic scan shows a CO stripping current
starting at ~0.7 V vs RHE. The final cycle is identical to the cycle before the CO dose. We like to
brag that this is the fastest complete CO stripping experiment ever reported in the literature.

This experiment also demonstrates the sensitivity of the system: the integrated CO, signal corre-
sponds to approximately 0.75 ML, i.e. 3 CO molecules adsorbed for every 4 Pt surface atoms; and
the integrated H, signal at 410 s corresponds to approximately 0.05 ML.

2.1.3 Disadvantages

The attentive reader might be wondering why the shapes of the CO5 and H, signals in Figure are
so different. Whereas the H, signal peaks at 10 pmol/s within a second or two of the cathodic potential
limit and has completely passed a few seconds after that, the COq signal, which corresponds to =~
15 times as many molecules, also peaks at ~ 10 pmol/s but then falls very slowly. This is especially
annoying when data are plotted against potential (Figure ), because the tail of the CO, signal
lasts well into the cathodic scan, even though all of the CO, is produced by the electrode surface
during the anodic scan. Since the ability to detect a signal is described by its height as well as its
area, chip EC-MS is in effect less sensitive to CO4 than H,.

It turns out that this is an inevitable part of chip EC-MS, inseparable from its major advantage of
low solvent evaporation [54]. Both are cases of a general fact: the characteristic time for an analyte to
leave the working volume and enter the mass spectrometer is strongly dependent on its Henry’s-Law
constant of volatility. This is defined as the equilibrium ratio of its partial pressure in the gas phase
to its concentration in the aqueous phase:

Ky =% (2.4)

Because there is equilibrium across the chip membrane, the partial pressure of a uniformly dissolved
analyte in the chip’s sampling volume, and thus the rate at which it is removed through the chip
capillary, is proportional to its Henry’s-Law constant. The characteristic time, taking both diffusion
through the working volume and evaporation across the chip’s membrane, for removal of analyte i
from the working volume is [54]:
R chip Ao (2.5)
2D¢ N Ky

cap

where L is the working distance, D’ is i’s diffusion constant in water, pghip = 1 bar is the total
pressure in the chip, and hgap is the combined flux through the capillary. For all but the least soluble
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Figure 2.7: Model comparing the sensitivity of chip EC-MS to conventional DEMS via the collection
efficiency in a hypothetical flow setup. Adapted from Paper El

gases (including Hy and O,), this is dominated by the second term, which can vary many orders
of magnitude. Thus, while any analyte with any vapor pressure will in principle reach the mass
spectrometer eventually, detection of liquid products is highly unpractical. The characteristic time is

(ref. and Paper 2 s for Hy, 3 s for Oy, 27 s for CO,, and 2.5 - 10° s for ethanol.
The question then comes up:

Question 2.1. With respect to the sensitivity of product detection, when is it advantageous to use
chip EC-MS and when is it advantageous to use conventional DEMS?

Figure 2.7 rephrases this question in terms of collection efficiency in a hypothetical flow setup: if an
analyte dissolved in an electrolyte is flowing past the vacuum inlet (essentially the collection chamber
in a dual thin-layer flow cell ), will more molecules of the analyte reach the mass spectrometer
if the inlet is chip EC-MS or DEMS? To answer this question, I modified the stagnant thin-layer
mass transport model to give the concentration profile in such a flowing collection volume . The
model is diagramed in Figure and three cases are shown in Figure [2.7c-d. The resulting collection
efficiencies are plotted as a function of Henry’s-law constant in Figure 2.7p. For light gases like H,,
chip EC-MS wins due to the lack of a differential pumping stage. For volatile liquids like ethanol,
DEMS wins because the much faster non-equilibrium mass transport of products into the first stage
of the vacuum chamber outweighs the loss due to differential pumping.

Thus, chip EC-MS is not ideal for, e.g., in-operando studies of CO4 reduction, in which production
rates can be high but the interesting products are liquid at room temperature.

Furthermore, while the sensitivity and ability to quickly dose reactant gases are major advantages
for chip EC-MS in fundamental studies, it should not be considered a full substitute for a rotating
disk electrode (RDE) setup or other setup optimized for cyclic voltammatry. It can sometimes be
challenging to get good cyclic voltammagrams in the setup. Figure shows electrochemistry data
from Figure 2.5h plotted against potential. The magenta cycle is with He as the carrier gas, and the



28 CHAPTER 2. THE RIGHT TOOLS TO ANSWER THE RIGHT QUESTIONS

a) b) From below

1.00 4

0.75 1

i L
CE WE RE

0.25 A

1/ [ma em~?]

From front
0.00 1

i 1 5 (ce

Vheim1 R Vhein2 Helm. layar E
—0.50 1 A ca
| 3 4

100pum l{x}

-0.75

T - - T - T - T Electrolyte
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
Uws RHE / [V] Smm

Figure 2.8: (a) CV’s in He (magenta) and H, from Figure The squiggles are the result of oscillations
caused, in part, by electrolytic resistance accross the surface of the sample. (b) Schematic diagrams of
electrode connections to the working volume, indicating that while the conventional ohmic resistance is
zero, the resistance within the working volume means that the electrochemical potential is not uniform;
adapted from my Master’s Thesis

blue cycle is with Hq as the carrier gas. The Hy CV is shifted up with respect to the He CV due to a
mass-transport-limited hydrogen oxidation current until the platinum surface starts to oxidize at 0.9
V vs RHE and becomes less active for hydrogen oxidation. This all makes sense, but the CV’s are
dominated by an artifact in the start of the anodic scan: rapid oscilations of current and potential.

These oscillations are worse the less conductive the electrolyte is, and occur most often when there
is a sudden change in absolute current density, such as (in this case) right at the scan polarity change
in the hydrogen region. The oscillations are attributed to the challenge of controlling the potential
when there is a large resistance through the electrolyte from one end of the electrode to the other,
first described for this setup in my Master’s Thesis .

Briefly, the conventional ohmic drop in the EC-MS cell is zero, since the current through the
electrolyte is conducted between the working electrode (WE) and the counter electrode (CE), but
potential is measured to the reference electrode (RE) on the opposite side of the working electrode (top
half of Figure . Indeed, potential electrochemical impedance spectrometry (PEIS) measurements
in the sniffer setup show a vertical line through zero resistance on the real axis. This is despite the fact
that there are large resistances in the cell, most notably in the working volume itself. This resistance
can lead to the potential drop across the Helmholtz layer on two parts of the working electrode not
being identical, as indicated in the bottom of Figure 2.8l How exactly this leads to oscillations, I do
not fully understand.

I realized remarkably late in my PhD project that setting the bandwidth on the Biologic SP-150
Potentiostat to 3, with everything else set up perfectly, could usually remove this artifact. Before that,
I had realized that putting a 100 Ohm resistor behind the working electrode helps. This effectively in-
troduces a conventional ohmic resistance, which seems to help the potentiostat avoid such oscillations,
and is easy to correct for afterwards when plotting CV’s.

The maximum size of the difference in electrochemical potential across the working electrode is
important to know, as it is a possible source of error in activity measurements, such as those that will
be presented in Section For 0.1 M HCIO, (the electrolyte used in that Section), the resistance
from one end of the working volume to the other is on the order of

1d 2 2
R=-— =" = = 4.8k 2.6
kLY kL 4.2[3].100[pum] e (26)
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Where k is the conductivity of the electrolyte, L is the working distance, d is the diameter of the disk,
and to make sure the resistance is overestimated I've approximated the geometry as a resistor with a
cross section of L - d/2 but a length of d.

This is a huge resistance! The maximum current densities used in this thesis are approximately
100 pA (0.5 mA /cm? geometric current density). At this current density, if we assume the worst case,
that all of the current comes from the end of the working electrode closest to the reference electrode,
then the potential at the end of the working electrode closest to the counter electrode could be off by
as much as 100[uA] - 4.8[kQ)] = 0.48[V]. The error is in the direction to increase the overpotential of
the current-drawing reaction on the part of the electrode close to the CE compared to what it should
be according to the potential difference between WE and RE. This is a huge potential error!

We are partially saved by two facts:

e The worst case scenario is very far from the truth. In reality, there will be more current from
the side of the working electrode closest to the counter electrode. In other words, an uneven
current distribution will seek to alleviate an uneven potential distribution, not exacerbate it.

e The error is reduced at small current densities, which are the interesting ones for chip EC-MS
anyway. In the same electrolyte at 1 uA (corresponding to 10 pmol/s of electrons), the error is
less than a worst-case scenario of 4.8 mV difference, still not great but more acceptable.

Nonetheless, solving this should be a high priority for continued development of chip EC-MS. A
promising solution is to fabricate chips with liquid through-holes, so that a counter electrode can be
placed behind the chip and parallel to the working electrode. A first attempt at this is described in
the Master’s Thesis of Jesper Pan [87], and a second attempt is being led by Thomas Pedersen of
DanChip.

To improve the mood after this discussion of problems with chip EC-MS, the next Section will
focus on a positive aspect: the fact that 100% of gaseous electrochemical products make it to the mass
spectrometer makes chip EC-MS an excellent platform for absolute quantification in mass spectrome-
try.
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2.2 Quantitative mass spectrometry: counting molecules

This Section lays out procedures for using electrochemistry as a platform for quantification in mass
spectrometry. It is a bit of a side story from the main narrative to this Thesis, as well as quite
technical. A reader unlikely to use the methods presented here may wish to skip to Section

Quantification means relating the signal at a mass-to-charge ratio (m/z) or set of m/z’s to the
amount of the molecule being quantified, the analyte. However, amount here can have at least two
different meanings.

Mass spectrometry is routinely used to analyze the concentration of analytes in a gas or other
matrix [63,/64]. When the desired value is a concentration in a gas, calibrating the mass spectrometer
is trivial. One need only flow a standard gas or series of standard gases with a known concentrations of
the analyte past the inlet and measure the signal at a m/z value unique to the analyte. The standard
gases should otherwise as much as possible resemble the gas which will be tested. In general, the
signal will scale linearly with the concentration, giving a sensitivity factor. Such a sensitivity factor
has the dimensions of signal per concentration.

In the context of chip EC-MS and certain other applications such as catalyst testing in microre-
actors, we mean something different. We use the following definition of quantification:

Definition 2.1. Quantification: Determining, from mass spectrometer signals, the rate (in molecules
per second) at which an analyte is entering the vacuum chamber.

Equivalently, quantification means being able to determine the number of molecules that entered
the vacuum chamber in a given time from the integrated mass spectrometer signal. In chip EC-MS as
well as microreactor experiments, this is useful because all of the products of a catalytic reaction can
be assumed to enter the vacuum chamber, and we typically wish to determine the number of catalytic
turn-overs from the integrated signal or, at steady state, the turn-over rate from the signal.

The sensitivity factor we are looking for has the dimensions of integrated signal per molecule. If
signal is measured in Amperes and molecules are counted in mol, then the sensitivity factor has units
C/mol. Mathematically, the sensitivity factor for analyte i at a mass-to-charge ratio (m/z=) M where
there are no interferences, is defined as F}w such that:

Sy = Fiynta. or, by extension, (2.7)
to )
Syrdt = FipAnyace (2.8)
t1

where Sy is the signal at m/z=M, 7, is the molar flux of analyte i into the vacuum chamber, and
Ant,. is the amount of analyte i to enter the vacuum chamber between times ¢; and t».

This type of sensitivity factor is more difficult to determine than the signal-to-concentration sensi-
tivity factor because, given a gas with a known analyte concentration, its determination also requires
knowledge of the permeability of the vacuum inlet. Estimating the capillary flux is precisely how quan-
tification was originally accomplished for the microreactors [70] and the electrochemical microreactor
which was the predecessor to the EC-MS membrane chip [71].

Electrochemistry gives a powerful platform for accurate quantification, because there are analytes
for which the electrode current can directly tell us 7. The next Subsection will describe electrochemical
calibration, and the following Subsections will describe how electrochemical calibrations can be used
to validate calibrations based on capillary flux and together extended to allow quantification, as

understood in Definition of any analyte.

2.2.1 Internal calibration by electrochemistry

Electrochemical calibration of mass spectrometer signals is based on establishing a steady and known
value for n* in Equation based on Faraday’s law of electrolysis:

L
el = S (2.9)
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where I is the current, z is the stoichiometric coefficient of electrons (positive for oxidation and negative
for reduction) in the electrochemical half-reaction of which i is a product, and F = 96487 C/mol is
Faraday’s constant.

Equation [2.9] implicitly assumes that all of the current I goes to formation of the product ¢, i.e. it
assumes 100% Faradaic efficiency. Its use is thus limited to reactions that can be run at 100% Faradaic
efficiency. In practice, this is a severe limitation on the analytes that can be calibrated directly by
electrochemistry. Three of the analytes that can be calibrated directly are Oy, Hy, and CO,, which
can be produced at ~100% Faradaic efficiency by OER, HER, and CO oxidation, respectively:

2H,0 — Oy +4(H +e) OER (2.10)
2(H" +e) — H, HER (2.11)
CO + Hy,O — CO, + 2(H" +¢) CO oxidation (2.12)
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Figure 2.9: Calibration experiments for O, by OER, H, by HER, and CO, by CO oxidation using a
platinum electrode in 1.0 M HCIO,. (a) The entire experimental dataset. Zoom-ins are shown for the
three calibrations: (b), OER; (c¢), HER; and (d) CO oxidation. (e), The resulting calibration curves
are plotted for H, and O, as near-steady-state signal vs production rate (bottom and left axes), and for
CO, as integrated signal vs amount produced (top and right axes). The proportionality between the two
x-axes and the two y-axes are identical such that the slopes, which are the respective sensitivity factors,

are directly comparable.



2.2. QUANTITATIVE MASS SPECTROMETRY: COUNTING MOLECULES 33

Figure shows calibrations for O,, Hy, and CO, by these reactions. These calibration data are
not as flawless as those in the SI to Paper [ They were chosen for this Thesis because, together with
the data in Figure below, which were taken on the same day, they include the largest number
of directly comparable calibrations. I collected the data in Figures and together with Anna
Winiwarter to obtain a full set of sensitivity factors to calibrate the results of propene stripping
experiments that build on the results in Paper [[TI}

The full dataset is shown in Figure 2.9a. From the left: the dataset starts with the electrode in
CO-saturated electrolyte. The electrode is subject to several periods of 2 minutes of constant-current
CO oxidation, inter-spaced by scans to a resting potential of 0.5 V vs RHE to separate the peaks.
There is a small gap in the MS data around 4500s due to a computer glitch. After the CO, calibration,
the carrier gas is changed from CO to He, and then to Hy to measure the signal due to H, carrier gas
flux through the capillary (which will be discussed in Subsection and to calibrate the reference
electrode. (We actually realize after the anodic scan at ~ 7700 s that we had forgotten to strip off
the adsorbed CO from before, which would have poisoned the electrode for HER/HOR, and so we
repeated the RHE calibration.) Then the carrier gas was changed back to He for O, calibration by
OER. Again, we used 2-minute constant current steps inter-spaced by time at a resting potential to get
separated peaks in the m/z=32 signal. Then we switched the carrier gas briefly to O, to measure the
signal due to O, carrier gas flux through the capillary, and switched back to He. Finally, after cycling
the potential to clean off any contaminants that may have adsorbed or deposited on the electrode, we
calibrated Hy by HER, again with constant-current measurements inter-spaced by a resting potential.

There are two ways of extracting a sensitivity factor from calibration data made with constant-
current calibration steps inter-spaced by resting periods: differential and integral. For a differential
calibration, we chose a time interval over which to make the assumption of steady-state, i.e.

hiac = hzel ) (2'13)
and the sensitivity factor F}VI is, according to Equation simply the ratio of the signal Sj; to the
production rate nél, where the latter is calculated by Equation For an integral approach, we do
not make the assumption of steady state, but instead use the fact that, over time, every gas molecule
formed at the electrode will make it to the vacuum chamber:

/ ni At = / nlydt (2.14)

and then determine F}W by Equation

The differential approach is usually good enough for O, (Figure ) and H, (Figure ), which
have fast mass transport (Paper [I) and can reach steady state within a minute. In this particular
dataset, the mass transport is rather slow, perhaps due to poor alignment of the electrode, and the
respective signals appear to be close to but not quite at steady state. It turns out that it’s good
enough (using the integral approach results in the same sensitivity factor within 2%). The highlighted
areas of Figure and c show the time interval over which the signal was averaged.

For CO, (Figure [2.9d), which has much slower mass transport due to its higher solubility in the
electrolyte [Paper , we have to use the integral approach. Here, the highlighted areas show the time
intervals for which 7'180102 (bottom panel) and Syaa (top panel) were taken. The two calibration points
affected by the gap in the MS data were excluded.

The resulting calibration curves are plotted in Figure 2.9p. The top x-axis and right y-axis are
in integrated units, for CO,. The proportionality between the two x-axes and the two y-axes are
identical such that the slopes, which are the respective sensitivity factors, are directly comparable.
The sensitivity factors, resulting from least-squares-fitting without forcing through zero, are written
in the plots. The dotted lines shown have the sensitivity factor as their slope but are forced through
zero, to show a non-ideality typical of these calibration curves: there is a small, approximately con-
stant, offset. This offset implies that there is some charge passed through the electrode which cannot
be accounted for by Reactions 2.10] 2.11] and 2.12] In all cases, it can possibly be attributed to
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Figure 2.10: Calibration experiment for propane (C3Hg) by reduction (hydrogenation) of propene (C3Hg)
on Pt in 1.0 M HCIO,. (a) The entire experimental dataset, taken immediately after that in Figure .
(b), A zoom-in is shown for the propane calibration. The data points at larger current, where propene
reduction is mass-transport limited and some of the current goes to HER are excluded. (c), The resulting
calibration curve is plotted as near-steady-state signal vs production rate.

processes oxidizing or reducing the electrode, or adsorbing or desorbing species from its surface. This
illustrates the importance of always being critical of the assumptions of 100% Faradaic efficiency, even
for simple reactions, and using multiple current densities for calibration. Once a sensitivity factor F}\'J
is determined, it can be used to calculate the flux of ¢ from the signal at M according to:

1

ne = =S = ChrSur (2.15)
Fiy

where C’]iw is a calibration factor, which in this simple case is just the reciprocal of the sensitivity
factor.

Figure 2.10] shows a calibration for an additional reaction that can be run at 100% Faradaic
efficiency on platinum: the propene reduction reaction, Reaction [2.16}

C3H6 + 2 (H+ + ei) - C3H8 (216)

I first encountered this reaction while doing the propene striping experiments reported in Paper [[TI]
Briefly, we found that the tendency of adsorbed propene to strip off from a palladium surface as propane
or propene on a cathodic sweep correlates with the coverage on the surface, motivating a mechanism
for the propene oxidation reaction (the main subject of that paper) in which surface coverage guides
the reaction pathway towards certain intermediates. This is, in my opinion, a fantastic story, and was
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NIST mass spectra (electron ionization)
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Figure 2.11: Mass spectra of propene (C3Hg, red), propane (C3Hg, green and hatched), and CO, (brown)
from NIST

a great project to be part of, though it is out of the scope of this Thesis. I highly recommend the
paper to an interested reader of this Thesis. Anna Winiwarter has since expanded on those EC-MS
experiments to probe propene reactivity. However, propene reduction is included here only because it
demonstrates well some of the challenges and opportunities in quantitative EC-MS.

The first challenge in quantification of propane and propene is that there is a significant overlap in
their mass spectra (Figure . Propane can itself be detected and quantified without interference
at its most prominent mass fragment, m/z=29. The sensitivity factor of propane at m/z=29, Fﬁglgg,
is determined by Faradaic propene reduction in Figure [2.10b and c. However, propane interferes with
two other molecules of interest at their most prominent mass fragments: propene at m/z=41 and CO,
at m/z=44.

To deal with this, using CO4 as an example: In situations where both propane and CO, are present,
we should subtract the portion of the m/z=44 signal which is due to propane before dividing by Fﬁ?j
to get the COy flux. The m/z=44 signal which is due to propane can, in turn, be calculated from the

m/z=29 signal, which is solely due to propane. Mathematically,

) 1 .co
n\(/:a%2 = .CO, Swviad (2.17)
Fyiag
1 CoH
= (Swiaa = S\E®) (2.18)
M44
C.H
1 Inia® qeam
- 72005 <SM44 ~ [CaHly Shizg” (2.19)
M44 M29
1 I
= Shaq — Sn29 (2.20)
co CO, ;CoH ;
Fyuag Fypag Inzo”

where I}'\/[ is the relative intensity at m/z=M for in the mass spectrom of analyte i. These are taken
from NIST.
The substitution of Syieg for Sff’;;g assumes that all of the signal at m/z=29 is due to propane.
Another way to write this is

. co Co .
foe? = CyaiSuvas + CypaSvzo  with (2.21)

C3H

co 1 co Inias®
Cyad = —o; and  Cy8 = =00, oty (2.22)

M44 M44 “M29
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In general, we can write

hffac = ZC}\/[SMv (223)
M

or, in vector form [}

Mlpe = C'- S (2.24)

vac

2.2.2 External calibration based on the capillary flux

The determination of the sensitivity factors F}W by Faradaic production of analyte ¢ described in the
previous Subsection is referred to as internal calibration, since all of the molecules giving the signal in
the calibration experiment are made inside the working volume of the EC-MS setup, and the amount
of analyte is known. Here, we describe external calibration, whereby a carrier gas, originating outside
the setup (in a bottle, or, in the case of air, from the room), is leaked through the capillary of the
chip and into the mass spectrometer. The challenge then, in determining the sensitivity factor FJ’V[
to enable quantification by Definition is to determine the flux through the capillary of analyte ¢
given the composition of the gas in the chip. In other words, it is to determine the capillary flux.

The flow of molecules through the capillary goes through at least three regimes as the pressure
drops from 1 bar to high vacuum [70]: (1) a viscous flow regime near ambient pressure, (2) a transition
regime, and (3) a molecular flow regime governed by Kundsen diffusion near high vacuum. It is
therefore not trivial to derive an analytical expression, but this has been done. It is [74]:

22 ap
.11 o4 2w 5 12205 o0 4
e = BT o \ \ 80 P T 8y gg2aap | 01 Prran) a0 (P 2] )y (2:29)
Tno
Here, p; is the inlet pressure (usually 1 bar), py is the outlet pressure (= 0), pgran = kel _ g the

2v/2ms2a
pressure at which the transition from viscous to molecular flow occurs, p = % is the average
pressure in the viscous flow regime, 7 is the viscosity of the gas, s is the molecular diameter, v = 4/ %
is the mean thermal velocity of the gas molecules, and m is the molecular mass. Furthermore, lcap, is
the length of the capillary, and a = hcap = Weap is its height and width, assumed to be equal (square
cross-section). By design, leap = 1 mm, Weap = 6 pm, and hcap = 6 pm.

This equation has been validated experimentally for a microreactor by sealing the outlets of an
interface block and measuring the rate at which the pressure dropped as air leaked through the chip’s
capillary into the vacuum chamber [70].

With the internal calibration described in the previous Subsection, however, there is an easier and
more precise way to validate the capillary flux: compare the signal due to a molecule in the carrier
gas to the signal when the same molecule is produced electrochemically. This is most easily, done for
0O, as Oy can be produced electrochemically with near-100% Faradaic efficiency, and is also present
in air, giving a “free” carrier gas measurement.

In the dataset presented in the previous Subsection, an air measurement is provided at the very
beginning (i.e. t~ 1500 s) of Figure Here, the m/z=32 signal is 1.88-107? A. The corresponding
O, flux, based on the sensitivity factor F' calibrated internally, is

S 1.88-1077[A
nQz, = N2 = CH:1.70[
Fy2, 1.11 %]

mol

nm(’l} (2.26)

? The Molecule class of the EC_MS python package (Appendix [C.1)) implements both the simple (Fi;) and vectorized
(C*) quantification techniques presented above. Fortunately, it is for only a few projects that I've had to use the
vectorized approach, and this does not include any of the isotope-labeling studies presented later in this Thesis.
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Molecule n s m x hiap dataset | time | m/z=M Fi, Fi, (EC)
/ [pPass] | / [A] | / [amu] / [nmol/s| / 18] / [C/mol] || / [C/mol]
O, in air 18.5 3.66 30.0 0.2095 1.70 2.104 1525 32 1.11 1.11
N, in air 18.5 3.66 30.0 0.7808 6.33 2.104 1525 28 1.42 -
Ar in air 18.5 3.66 30.0 0.0093 0.0755 2.104 1525 40 0.98 -
He 20.0 2.15 4.0 1 8.64 2.9 10400 4 0.71 -
CO 17.8 3.76 28.0 1 7.14 2.9% 5000 28 1.24 -
H, 8.9 2.71 2.0 1 16.50 2.9 7200 2 1.83 1.81
(O 20.7 3.55 32.0 1 6.24 2.9 10900 32 1.04 1.11
CO, 15.0 4.53 44.0 1 9.38 2.104 9850 44 1.32 1.23
C3Hg 8.85 4.50 42.1 1 15.11 2.10 4400 41 1.22 -

Table 2.1: External calibrations. The flow properties of the carrier gas 7, s, and m as well as the fraction
x' of component i are used to calculate the flux of i through the capillary, ﬁiap. This is compared to
the measured signal at a given m/z in a given dataset, where the dataset refers to Figure or [2.10
of the previous Subsection. Dataset was taken with a chip with leg = 0.99 mm and Dataset [2.10)
was taken with a chip wtih leg = 0.86 mm, l.g being used to calculate hiap. The signal at m/z=M was
averaged over 50 s centered at the time indicated, chosen for a steady interference-free measurement. The
sensitivity factor F¥; is the ratio of that signal to hiap. This is compared, when possible, to Fi, calculated
by electrochemical (internal) calibration.

Using the value of 1:;)15 = 20.95% for the O, content of air and assuming that there is not significant

separation effect on the gases in air by the capillary, the capillary flux of air is

. Oy

,r-lair _ Ncap
cap O,
air

(2.27)

—8.08 [nmﬂ .

In contrast, the flux of air through the capillary predicted by Equation using the design param-
eters for lecap, Reap, and Weap, is 6.86 nmol/s. How do reconcile this difference? In reality, it is hcap
which varies from capillary to capillary. This is a result of non-uniformity in the etching step that
forms the capillary [74]. The actual capillary height, as measured by profilometry in the clean room,
can vary by ~ 20 % across a wafer, which leads to varying permeability, and thus varying air flux.

In fact, calibrating the O, signal at m/z=32, and then measuring the m/z=32 signal in air is a way
to calibrate the chip capillary. Since the real variation in the capillary flux is due to variation in the
capillary height, the most correct way to account for it would be to solve Equation for heap with
the measured ng,,. However, in practice (so far), to make the implementation easier, we incorporate
the difference in an effective capillary length:

Moy 6.86 22!
loff = o Predey = [nnslol 1.00 [mm] = 0.85 [mm] (2.28)
Ncap, meas. 8.08 [T]

If lofr is used instead of leap, for in Equation [2.25] the equation predicts the “correct” value for the flux
of air, i.e. the measured flux as calibrated by OER.

With the chip thus calibrated, we can use Equation with leg to calculate the capillary flux
of any gas i, given its dynamic viscosity n’, molecular diameter s, and molecular mass m?. All that
is then needed is a mass spectrometer signal at an m/z=M without interference using i as a carrier
gas, and we can calculate its sensitivity factor F}W The datasets presented in Figures and [2.10p
include the necessary data for such external calibration of several gases. The results are shown in Table
When possible, the sensitivity factor determined by electrochemistry is included for comparison.
While the internal and external calibrations for O4 in air match by the definition of leg, the agreement
for Hy and CO, is also quite good, validating the method.
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2.2.3 Sensitivity factors from theory, and non-ideal effects

The internal and external calibration methods described above, linked via l.¢, enable the determina-
tion of sensitivity factors for any analyte which can either be produced electrochemically with 100%
Faradaic efficiency or flowed through the chip as a carrier gas. However, these conditions often exclude
analytes of interest. If sensitivity factors could be predicted through first principles, then any analyte
could be quantified. In this Subsection, I propose such a method and check its ability to predict the
variation in the sensitivity factors determined in the previous two Subsections.

It is hard to find anything in the literature about predicting mass spectrometry sensitivity from
first principles, not least because applications requiring quantification as understood by Definition [2.1
are quite rare. The following steps happen between a molecule i entering the vacuum chamber and a
signal at m/z=M being registered (Figure 163]:

e The molecule must reach the filament

The molecule must be ionized by the filament

The ionization must result in a fragment at m/z=M

The fragment must be transmitted through the quadrupole while it is filtering for m/z=M

e The fragment starts an electron cascade on the secondary electron multiplier (SEM)

%
vac

The signal Sy; (in A) can thus in principle be related to the flux n’,. by a series of probibilites P and

the SEM amplification A:
SM = hf;acpﬁlamentpionize(i)Pfragment (iv M)Ptransmission(M)A(M) 5 (229)

Where I've tried to indicate whether each probability depends on the identity of the molecule ¢ or the
mass of the fragment M.

The probability of reaching the filament Pgament depends a lot on the geometry of the vacuum
chamber, notably where the inlet, filament, and pump are in relation to each other. I'll assume that
it doesn’t depend on i or M. The ionization probability Pionization(?) i8 proportional to the ionization
cross section o' of analyte 4, which is generally available in the literature. It depends on the ionization
energy, which is 70 eV for all of the work in this PhD thesis. The probability of a given fragment
being formed after the molecule is ionized can be calculated from the mass spectrum:

Prnemons (i, M) = — A1 (2.30)
fragment ¢ ZM/ I]zw/
where [}'\4, is the intensity of mass fragment M’ in the electron ionization mass spectrum of analyte
i. These mass spectra, which also depend on the ionization energy, are often available at NIST [88].
They can also be measured directly in the EC-MS setup if i is available as a carrier gas.

The processes after fragmentation can be assumed to only depend on the fragment mass-to-charge
ratio M. Both of these processes, quadrupole transmission and SEM amplication factor, will also
depend on the ion acceleration. They can be grouped into a function T'(M) which I will refer to as
the transmission function, implying that the transmission through the quadrupole is gives most of the
mass dependence, even though I'm not sure this is true.

Overall, then, the predicted sensitivity factor, which is denoted with a little f to distinguish it
from the experimentally determined big F', is

fi = — =ko; IMZ. T(M). (2.31)

Where k is a proportionality factor, which I choose to set fl\l\/}%ég = 1. The challenge, then, is to
determine T'(M).
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Figure 2.12: Measured sensitivity factor Fi, vs predicted sensitivity factor fi; for two guesses at the
transmission function: (a), inversely proportional with the m/z ratio; and (b)), inversely proportional with
the square root of the m/z ratio. The measured sensitivity factors, which are shown in Table are
determined via capillary flux (triangles) or an electrochemical reaction (squares).

Some hints can be found from quadrupole theory [89]: For a quadrupole mass analyzer, the
transmission function should correlate inversely with the resolution R = M/AM. A perfectly-tuned
mass spectrometer should have a constant mass resolution resolution, i.e. AM = c¢. If so, the resolution
varies directly with M. This implies that the transmission function should vary inversely with M, i.e.,
T(M)= M1

Figure shows the measured F}M plotted against the thus-calculated f}\/[ with (M) = M1,
The predictive scheme does a terrible job at explaining the variation in the data.

If we keep the form of the transmission function and change the exponent, we can get a relatively
good fit by putting the exponent to -1/2. This may indicate that the SEM amplication factor scales
with MT1/2 or may indicate that the above reasoning doesn’t quite hold. In any case,

1

T(M)=M": (2.32)

seems to give a good fit. The best-fit line of proportionality between F' and f gives a root-mean-square
error on the prediction of F of 12%. In other words, we can quantify an arbitrary new analyte i at mass
M to within about 12% accuracy (25% within two standard deviations) without a new calibration.
We have developed a generalized solution to the problem of quantification as understood by Definition

21

There is, however, an important exception: if the carrier gas influences the sensitivity of the mass
spectrometer, then all bets are off. This actually seems to be the case when propene is the carrier gas.
Figure shows an internal calibration for propane by propene reduction. In the higher-current steps
in Figure [2.10p, propene reduction is mass-transport limited and hydrogen is also produced. Assuming
that there are no Faradaic processes other than propene reduction to propane and hydrogen evolution,
the amount of hydrogen produced can be determined from the electrode current and the calibrated
propane signal. Figure shows the data used to test the Hy calibration in propene, calibrated using
the Hy sensitivity factor calculated in He. Faradaic analysis shows that the H, signal is consistently
~ 3 times larger than expected based on subtracting the calibrated propane signal from the total
current density, and using the calibration of Hy at m/z=2 by HER in He carrier gas. This implies that
the sensitivity factor of Hy at m/z=32 (FI\I/E) with propene as the carrier gas is &~ 3 times larger than
it is with He as a carrier gas. The sensitivity factors for Hy at m/z=2 and for propane at m/z=29
are included, versus the sensitivity factors predicted by Equation with T(M) = M —1/2_in Figure
[2.13p. They are both way above the trendline set by the calibration factors measured in other carrier
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gases.

These unpredictable and therefore undesireable effects of propene on the mass spectrometer sen-
sitivities are likely due to space-charge effects. Propene has the highest capillary flux of the carrier
gases used (Table due to its low viscosity, and has a rather high ionization cross-section. This
results in a high concentration of ions in the mass spectrometer, which apparently leads to generally
increased sensitivity, though I do not claim to understand why. Nonetheless, the response at m/z=29
is linear with propane production rate (Figure MC), indicating that quantification of propane using
this sensitivity factor is valid when propene is the carrier gas.

The question is then:

Question 2.2. How should we quantify propane in a carrier gas other than propene?

This is, in fact, what we wished to do for the propene stripping experiments in Paper [[TI, where
the interesting signal is the propane that comes off in inert gas after propene has been adsorbed on
the surface. I think the best strategy is to predict the sensitivity factor for propane in He based on
the other calibrations and the trendline in Figure [2.12b. This prediction is indicated by the green
dot in Figure . Whereas propene reduction to propane gives a sensitivity factor of Fl\c/é’gs =2.93

C/mol, the theory presented in this Subsection indicates the calibration factor in He is Fﬁggs =13
C/mol (to within ~ 25%). We had not yet understood this effect of propene on the overall sensitivity
of the mass spectrometer when publishing Paper [[II} and thus likely underestimated the amount of

propane desorbed in the striping experiments reported there by a factor of ~ 2.

2.2.4 Quantitative mass spectrometry in practice - methanol synthesis and CO
reduction

The aim of this Subsection is to provide practical suggestions on how to use the calibration methods
described in the previous Subsections for users of EC-MS and other techniques benefiting from quan-
tification as understood by Definition Let’s say you want to quantify a gaseous analyte i. First
you need to find a mass-to-charge ratio M at which no other molecules in your experiments will give
a signal, or at least where you expect the interference to be manageable (as described in the end of
Subsection . The goal then is to determine the sensitivity factor Fiy; = Syr/n%,.. You have three
options, none of which excludes the others:

a) b)
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Figure 2.13: Non-ideality with propene as carrier gas: (a), Propene reduction + HER, data from Figure
. (b), Measured vs predicted calibration factors including propane at m/z=29 measured by propene
reduction and Hy at m/z=2 measured by HER in propene, which do not fit the trend of the other masses.
A transimission function of T(M) = M~'/? was used for the predicted calibration factor. Propene was
measured at m/z=41 and propane at m/z=29. The others analytes are measured at the same masses as
in Figure The green dot shows the prediction for the sensitivity factor of propane at m/z=29.
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1. Internal calibration E|, Subsection

If you can produce a known number of molecules of your analyte by an electrochemical reaction,
then do so, and measure the signal! This is the most certain way to get a sensitivity factor, as
it relies on no assumptions other than Faraday’s law of electrolysis (Equation to determine
n¢;, which is equal to nj,. at steady-state or when integrated. A drawback is if a reactant gas is
needed which won’t be the carrier gas during the measurements you wish to quantify, since in
some cases the carrier gas can influence the sensitivity factors. Furthermore, knowing how many
molecules you produced generally requires being able to assume 100% Faradaic efficiency. In
my experience, there is often a small but constant amount of residual current from some other
process, so internal calibration should use several different current densities and use the slope of

the line-of-best-fit between the measured Sy; and expected 7'121 as the sensitivity factor.

2. External calibration [f], Subsection [2.2.2}

If you have ¢ available as a gas, either pure or diluted, then you can fill the chip with this gas and
measure the signal at M. However, this requires that you know the capillary flux through the
chip. The capillary flux can be calculated by Equation but only if the capillary dimensions
are known, and in practice these dimensions vary a bit from chip to chip. Thus, external
calibration requires a chip calibration.

e Chip calibration E| , Subsection m
A chip calibration means determining the effective capillary length l.¢ that can take the
place of leap in Equation so that it predicts the measured flux of an analyte with a
sensitivity factor determined by internal calibration. Typically, this means determining
Fﬁ§2 using OER, and then measuring the m/z=32 signal while the chip is open to air.

3. Predictive calibration H , Subsection m

If a number of other sensitivity factors, F ]{,, can be obtained by internal or external calibration,
then these other sensitivity factors can be used to predict F}V[ A predicted calibration fJ{, is
calculated for each other molecule j according to Equation [2.31] This requires knowledge of
the ionization cross-sections and mass spectra of all the analytes (available in the literature,
usually at NIST [88]) and a transmission function T(M) = M7 describing the dependence of
the sensitivity on the mass fragment. 7'(M) depends on the tuning of the mass spectrum, and at
the setup used for this PhD project, T'(M) = M~'/2 works well. As many internal and external
calibrations as possible should be used to fit and build confidence in T'(M). Once a line of
proportionality Y, = af% is established, F}V[ is predicted by calculating f}'\/l by Equation
and multiplying by a.

Ideally, at the start of a research project, all three of the above strategies should be used for as
many analytes of interest as possible. Plotting F' against f will help find non-ideal effects such as that
described for propene as a carrier gas in Subsection [2.2.3

Notice that predictive calibration relies on calibrating as many molecules as possible by external
calibration or internal calibration in order to determine T'(M) and the proportionality between F
and f. Note also that external calibration depends on a chip calibration which in turn depends on
an internal calibration. And internal calibration relies on using the current for an electrochemical
reaction to know the flux of a molecule to the vacuum chamber. Thus: Robust quantification as
meant in Definition [2.1] is made possible by the coupling of electrochemistry and mass
spectrometry.

3Internal calibration is implemented with the function calibration_curve of the EC_MS python package (Appendix
. This function also produces plots of the types in Figure [2.9b-e.

“External calibration is implemented with the function point_calibration of the EC_MS python package.

SChip calibration is implemented with the function chip_calibration of the EC_MS python package.

SPredictive calibration is implemented with the function recalibrate of the EC_MS python package (Appendix .
This function also produces plots of the type in Figure m
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This quantification platform can, however, be extended to applications that do not involve electro-
chemistry. As an example, my colleague Alexander Krabbe is doing a project on methanol synthesis
catalysts. As such, he is interested in measuring the TOF for methanol synthesis in a thermal microre-
actor setup. This means determining the flux of methanol to the vacuum chamber nSJi?*OH from the
signal at its most pronounced mass fragment Sy131. This means determining FI\C/JBHI?’OH. The problem is
especially challenging since methanol, being a liquid at room temperature, is not available as a carrier

gas. We developed the following procedure:

1. Determine FﬁgQ on the EC-MS setup by internal calibration using OER.

2. Use Fﬁ:%,z on the EC-MS setup to determine the flux of air through the capillary of an EC-MS
membrane chip, and thus leg (chip calibration).

3. Install the calibrated membrane chip on the microreactor setup. Since the flux of Oy through
the membrane chip’s capillary h\?a% is known, measuring the m/z=32 signal gives FI\%Q for the
microreactor setup!

4. Install a microreactor on the microreactor setup, and fill it with 1 bar O,. Since FﬁgQ for the
microreactor setup is known, the Syso signal tells us the Oy flux through the microreactor’s
capillary, and thus its leg. We now have a chip calibration of the microreactor.

5. Use the calibrated microreactor for external calibrations on the microreactor setup: Flow a
number of carrier gases spanning a range of molecular masses, viscosities, and ionization cross-
sections through the microreactor, f. eks. He, Hy, Oy, Ar, CHy, CO,, etc. Use the signal at the
most intense mass fragment and the calculated flux with l.g to determine a sensitivity factor F’
for each of the gases.

6. Determine the transmission function 7'(M) that gives the best fit to a line of proportionality be-
tween the measured sensitivity factors (F') determined by external calibration and the predicted

sensitivity factors (f) calculated for each of the gases. Then determine Fﬁ?fOH with predictive

calculation, by calculating fﬁl?){fOH and multiplying by the proportionality constant.
The functions of EC_MS do each step of the data analysis and calculations, making the whole procedure
described above quite quick and painless. Furthermore, steps 1 through 4 need only be done once, so
long as the microreactor with the calibrated capillary flux is not lost or damaged. (It just so happens
that EC-MS membrane chips can go on the microreactor setup but not vice versa, or this procedure
could be a step shorter.)
This leads us to the question:

Question 2.3. How often should one calibrate?

Figure helps answer the question.

This figure includes one data point for each “successful” experiment (meaning nothing broke before
starting the measurement, results or lack thereof aside - the setup was still under development) during
a project on CO reduction that took up most of the first year of my PhD and which we put on hold
due to difficulties with reproducibilityﬂ . Figure was one of my many unsuccessful attempts to

"In that project, which is out of the scope of this Thesis and is, at present, best described in the PhD theses of Anders
Bodin [90] and Daniel Trimarco [74], we used the EC-MS setup to measure transient phenomena during CO reduction
on mass-selected, vacuum synthesized copper nanoparticles. Briefly: we drafted an article, included in the appendix
to both of those PhD theses, describing how the copper nanoparticles show a transient high selectivity for methane
production during the first few seconds of applied potential, whereas ethylene selectivity is more steady. Furthermore,
we showed that this methane transient has an independent Tafel slope and depends on prior exposure to air-saturated
electrolyte, indicating that oxygen activates the catalytic surface towards a reaction pathway not normally accessible.
This was of high interest due to the heated debate in the literature about the effect of oxygen on copper’s CO, and
CO reduction activity [58,[91H93| (see also, for example, Paper . We never ended up submitting the draft though,
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Figure 2.14: (a), Signal at m/z=28 with 1 bar CO in the membrane chip as carrier gas for experiments
done over a period from September 2016 to May 2017. The date on the x-axis is written as yyMdd with M=A
representing January, B representing February, etc. (b), Internal, external, and predicted calibrations for
the dataset used in Paper El This is a correction to Figure S6b from the SI of that paper.

find something, ideally within our control, that could separate the “good results” from the bad: it
shows the m/z=28 signal from the CO carrier gas at the same time during each of those experiments.
Unfortunately, it didn’t help at all in figuring out what kept going wrong, but it does shed light on
the nature of the variability which quantitative mass spectrometry is up against.

Since all of the measurements were made with the same pressure of CO flowing through the
capillary of chips from the same batch to the same mass spectrometer (which we of course did not
tune in the middle of the project), all of the m/z=28 signals should in principle be identical. However,
there is both a scatter of +/- approximately 10% and a gradual drift with a signal loss on the order
of 45% over nine months. The scatter is probably mostly due to the variation in the actual chip
capillary dimensions (we were breaking chips quite frequently during that project), but we can’t rule
out sensitivity effects related to the recent history of the mass spectrometer. The drift is likely due to
the mass spectrometer gradually falling out of tune.

The scatter indicates that it is best to have a calibration on the same day as the measurement.
However, calibration of one molecule should be enough, assuming that it is the absolute sensitivity
that drifts and not the relative sensitivity. This can be done by internal calibration of one molecule
(for example Hy by HER, which is the inert-gas activity test often used for comparison anyway when
studying CO or CO, reduciton), or just by measurement of the signal of air or a carrier gas if leg
is known for the chip. If an external calibration is used for this purpose, each new chip has to be
calibrated - meaning an air measurement through the chip and an OER measurement on the same
day (though not necessarily the day of the experiment to be quantified).

The harder work is at the beginning of a project, or if the mass spectrometer is tuned: At that
time, make a plot of the type in Figure [2.14b with as many internal and external calibrations as
possible. This determines T'(M) in case any sensitivity factors need to be predicted in the absence of
an internal or external calibration, and gives the relative sensitivities of all the molecules of interest.
Then, scale these up or down according to one calibration taken on the day of the measurement. |§|
Of course when there is only one analyte of quantitative interest - for example in OER studies - a

because out of tens of measurements, we were only able to reproduce the result a handful of times (the big dots in Figure
2.14R), with the other experiments showing CO reduction activity not significantly higher than the blank glassy carbon
substrate; and we could never see the copper on the sample after the experiment, indicating the nanoparticles were not
stable. The work is ongoing, now led by Jakob Ejler, Degenhart Hochfilzer and Ezra Clark. Getting reproducible results
on the mass-selected copper nanoparticles is still remarkably challenging, but they are making progress with a patient,
systematic approach - in contrast to the brute-force approach that Daniel, Anders, and I had started out with.

8This procedure is facilitated by the save_calibration_results and load_calibration_results functions of the
EC_MS python package.
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simple calibration can be done each measurement day and the full calibration results are not strictly
necessary. Either way, be aware of how much the sensitivity of the mass spectrometer has drifted -
sensitivity factors should not change dramatically from day to day!

To finish up the Section, I will briefly discuss the calibration used for the CO reduciton project
mentioned above, which happens to be the same calibration dataset that we published in the SI of
Paper [I}

When studying CO reduction, we were most interested in detecting and quantifying methane (CH,
and ethylene (CyH,). CH, is best measured at m/z=15 to avoid the interference of O at m/z=16, and
CyHy, at m/z=26 to avoid the shoulder from CO. Neither of these products can be made with 100%
Faradaic efficiency by any known electrocatalyst [94}95], so internal calibration is not an option. We
had CH, available as a carrier gas for external calibration, but not CoH,. We therefore did internal
calibration measurements (Oy, Hy, and CO,) and external calibration measurements (O4, Ny, and Ar
in air; He, CO, and CHy), set log to equate the sensitivity factors measured by internal and external
calibration of O,, and plotted all of the measured sensitivity factors against the calculated relative
sensitivity factors. All of the calibrations fall on approximately the same line, as shown in Figure
[2.14p. This enables the prediction of the CoH, calibration, indicated by the green dot.

When we published Paper[l, we had not yet realized that equating the sensitivity factors measured
by internal and external calibration of O, was the best way to determine l.g, and instead used a much
more convoluted method. With the wrong [, the internal and external calibrations fell on separate
lines (Figure S6 of Paper . The procedures described in this Section should therefore be considered
an improved and corrected quantification framework when compared to that presented in Paper [I|
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2.3 Isotope labeling: tracking atoms

Isotope labeling is a powerful technique to investigate mechanisms in physics, chemistry, and biology.
As the name implies, isotope labeling involves intentionally preparing a material with an isotopic
enrichment, and using them to keep track of how the atoms have moved around. This is in contrast
to isotope geochemistry [96] and radiometric dating (including *C dating) [97,98], whereby the pre-
existing isotopic composition of a sample is used to infer its age and origin - techniques which have
provided a lot of insight into the history of earth and mankind. Whereas these techniques investigate
history, isotope labeling techniques investigate how potentially useful chemical reactions take place.
The former is useful in understanding the climate crisis; the latter will likely be useful in developing
some of the technologies to solve it.
Here are a few interesting examples of isotope labeling experiments:

e The nature of DNA replication was establishedby an isotope-labeling experiment, the Meselson
- Stahl experimen‘[ﬂ first reported in 1958, not long after the elucidation of the structure of
DNA [99].

In this experiment, E. Coli bacteria are grown in a Petri dish containing sugar and 15NH3.
Natural nitrogen is 99.8% YN and 0.2% '°N, so after many generations, when these bacteria
have incorporated N in all of their nitrogen-containing molecules, including DNA, they are
isotopically labeled with respect to normal E. Coli (and a bit heavier). These labeled E. Coli
are then transferred to a dish containing sugar, natural NHs, and isotopically natural versions
of all of the neucleic bases that are the nitrogen-containing and information-encoding part of
DNA. When these E. Coli divide, some of the DNA of the two resulting “daughter” cells has
to be synthesized afresh. When the DNA of the daughter cells was isolated and centrifuged, it
weighed exactly the average of fully labeled and non-labeled DNA! Exactly half of the nitrogen
of the daughter cells was '°N and half was *N. This implies that exactly one whole strand of
the double-helix of each daughter cell came from the parent, and thus that DNA is replicated
by the two strands unraveling and each serving as the template for a new one.

e Methanol can be synthesized from syngas (CO and H,) on a Cu/ZnO catalyst [51] by the overall
reaction

CO + 2H, — CH30H, (2.33)

but the reaction only runs at appreciable rates when CO, is included in the reaction feed. M.
labeling [100] and later ®C-labeling studies [101] showed that the actual methanol synthesis
reaction has CO, as the reactant:

and that the role of the CO is to consume the water released and replenish the CO4 consumed
by this reaction via the water-gas-shift reaction:

e There has been a recent explosion of literature on electrochemical Ny reduction to NHj:
Ny + 6 (H" +e¢) — 2NH, (2.36)

The amounts of NHj3 produced are typically very small because the reduction of water to Hy
(Reaction [2.11]) is almost universally favored. Nonetheless, there is an extremely sensitive coli-
metric technique for detection of NH;, so many groups succeed in detecting NH; when they run

9When your experiment is good enough, apparently it gets named after you. My best chance at this kind of honor in
this Thesis, though a long shot, is introduced in Subsection W
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their electrochemical reaction. However, NH3 is common in the environment and it is very easy
to get a false positive from NH; contamination. Quantitative reduction of N, to ’NHj, which
is easy to distinguish from 14NH3 using nuclear magnetic resonance (NMR), is the only accepted
way to prove that the measured NH; is formed by electrochemical N, reduction [102]. So far,
the only electrochemical strategy proven to quantitatively produce the same amount of 15NH3
from '°N, as natural NH; from natural Ny is an indirect one whereby lithium is reduced and
then reacts with Ny to form lithium nitride which is then hydrolyzed [102,/103].

Most of this Thesis will deal with Oxygen isotope labeling. Natural oxygen has three stable
isotopes. On earth it is 99.76% '°0, 0.04% 70, and 0.20% '80 [96]. There are small deviations
(on the order of +/- 0.01%) in the natural isotopic composition of oxygen on earth that are useful
in isotope geochemistry, but not relevant for this Thesis. Furthermore, all of the oxygen-labeling
experiments in this thesis will use natural oxygen and '®O-enrichment. I will therefore only look at
even masses (190, at m/z=32, 1°0'®0 at m/z=34, and %0, at m/z=36), which are unaffected by 'O
except for the exceedingly rare 1702. So 170 is ignored throughout this thesis.

While I mentioned at the start of this Chapter that isotopes of the same element are chemically
identical, this is not quite true. There are small differences, most importantly due to effect of the
nuclear mass on molecular vibrational energies, that can make a small thermochemical difference
between isotopes. Indeed, the most employed separation methods isotopes of light elements utilize
such chemical differences. [104]

The most used industrial method of separating 'O from natural oxygen is by fractional distallation
of NO, as the isotope effect on the vapor pressure of NO happens to be relatively strong [105]. Most
of the O produced is used in the medical industry as a precursor to I8F for positron emission
tomography (PET). Two commercial sources of '®0 are used in this Thesis: 97% Hy®O from Medical
Isotopes; and 98% 1802 from CK Gas Products.

First, though, we’ll take a quick look at an electrochemistry experiment in which it is instead
hydrogen which is labeled. Natural hydrogen is 99.98% 'H and 0.02% 2H. The isotopes of hydrogen
are important enough to get their own names, and 2H is called deuterium or D (such that H only refers
to 1H). D,O0 is called heavy water and is used as a non-interfering solvent in NMR, and as a neutron
mediator in nuclear reactors. It is produced mainly by the Girdler-Sulfide process, which utilizes the
temperature-dependence of the equilibrium constants for the reactions |106]

H,O + HDS <— HDO + H,S and HDO + DyS <— D,O + HDS . (2.37)
The D50 used in the coming experiment is 99% isotopic purity, from Aldrich.

2.3.1 Example experiment: RHE potential measurement in D,O

As mentioned in the Foreword, I originally envisioned a short chapter called “Hydrogen”, full of
electrochemical H-D experiments, to proceed the chapter called “Oxygen”, but ran out of time. This
Subsection is a small consolation for the disappointed reader.

Figure shows an experiment on a polycrystalline platinum stub in deuterated electrolyte,
specifically 0.1 M HCIO, in 99% D50. Starting from the left, the electrode potential is cycled while in
Ar-saturated electrolyte, and an m/z=4 signal is seen near the cathodic potential limit, corresponding
to reduction of DO to Dy. It is to avoid masking the D, signal that I use Ar (m/z=40) as the carrier
gas here instead of He (m/z=4).

The electrode potential is then set to open circuit at 1900 s, and the carrier gas is then changed
from Ar to Hy at approximately 2050 s. Thus far, this is essentially the same procedure as the RHE
calibration experiment demonstrated back in Subsection (Figure . However, there is an
important difference. Whereas in isotopically natural electrolyte, the HOR and HER run, undetected,
at equal rates in equilibrium, now the forward and back reactions, Reactions and are distinct:

Hy — 2(H" +¢) HOR (2.38)
2(D" +e) — D, DER (2.39)
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Figure 2.15: (a), Electrochemical HD exchange experiment on a polycrystalline platinum electrode. The
electrolyte is 0.1 M HCIOy in 99% D,O. Argon carrier gas is exchanged for Hy at 2050 s while the sample
is at open-circuit potential, and HD and D, are observed (plotted on the right y-axis). (b), H-D exchange
current density, thus measured, for Pt (red dot) and Ir (green dot) plotted on the volcano from Ngrskov
et al, 2005 (ref. )

Thus, at the RHE condition of open-circuit voltage in 1 bar H,, in deuterium-labeled electrolyte,
there’s a lot going on. The m/z=4 signal rises as H, enters the chip, attributed to D, from Reaction
There is also a m/z=3 signal attributed to HD. This HD results in part from the H impurity of
the electrolyte, but the HD /D, ratio is higher under RHE conditions than it is during reduction of the
electrolyte in inert atmosphere. This indicates that some of the HD is due to re-reduction of oxidized
H,, either via HyO or HDO formed by Reaction [2.38]that encounters the surface of the electrode again,
and/or via * H on the surface of the electrode (diagram in Figure 2.16). The increasing HD /D, ratio
over the ~ 5 minutes of OCP in Hy-saturated conditions indicates that at least some of it is due to
H50 or HDO, the concentration of which would build up over time. The potential, meanwhile, falls
to a steady level (-0.718 V vs the reference electrode), which is used as the zero point of the RHE
potential scale even though these are not strictly equilibrium conditions.

At about 2375 s, the potential is cycled again. Like in Figure [2.5h, there is an anodic current
for much of the CV, where HOR is mass-transport limited. Near the cathodic potential limit of 0 V
vs RHE, an m/z=4 signal reveals DER. (The cathodic potential limit in the first cycles in Ar was
accidentally 10 mV anodic of the RHE potential, thus the smaller D, signal).

The fact that the forward and backwards reactions of the hydrogen equilibrium can be distinguished
provides an interesting opportunity: this experiment can be used as a direct probe of the HER/HOR
exchange current density, which is the equal and opposite current going to the forward and backwards
reactions under equilibrium. Assuming that the electrolyte at the surface of the electrode is H,
saturated, and ignoring isotope effects and the roughness of the electrode, the exchange current density

Pt in D,0 electrolyte H; +2* — 2*H *H —> H*+e+* *D+D*+e —» *+D,
D*+e +*—>*D *H+D*+e —= *+HD

-.-.-...mm*

Ar - saturated, OCP H, - saturated, OCP H, - saturated, OCP

Figure 2.16: Diagram indicating some of the possible surface reactions on Pt in Hy-saturated D,O
electrolyte at OCP.
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is simply the DER current normalized to the electrode area:
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This exchange current density actually agrees fairly well with early reported values for the HER/HOR
exchange current density on platinum [77,107], as shown in Figure . That figure also includes
the H-D exchange current density (0.55 mA/cm?) measured by the same experiment on a sputterd
iridium electrode.

However, there are a number of newer measurements of the exchange current density which
arrive at numbers much higher than this: 120 mA/cm? for platinum nanoparticles in a fuel-cell
membrane-electrode assembly [108], ~100 mA/cm? for mass-selected platinum nanoparticles in a
photo-electrochemical system [78], and 170-960 mA /cm? with Pt nanoparticles in a floating porous
membrane interfacing the liquid electrolyte and Hy gas [109]. The authors of all these studies reporting
very high values for the HER/HOR exchange current density claim that the earlier measurements,
which typically employed rotating disk electrodes, were all measuring HER/HOR kinetics under mass
transport limited conditions. Nonetheless, these old values for jo on the order of 1 mA /cm? are still
often in use [79).

The use of electrochemical H-D exchange to probe the exchange current density could provide a
unique opportunity to resolve the issue, as it is a direct measurement of what is happening at zero
net current density, the condition for which exchange current density is defined. All other studies
extrapolate from non-zero current densities. However, the question is:

Question 2.4. Is the electrochemical H-D exchange reaction demonstrated here also mass-transport
limited?

Figure actually tells us the mass-transport limited current for HOR. It is the current in
the double-layer region during the cyclic voltammagrams in Ho-saturated electrolyte, i.e., the plateau
current during the cyclic voltammatry at the right in Figure This current density is 0.7 mA /cm?,
which is more (but not a lot more) than the measured exchange current density. However, the main
mass transport limitation is not actually getting H, in, it is getting D, out. This is because, whereas
H, can readily fill the chip and is only limited by diffusion through the working volume, Dy must
not only diffuse through the working volume to the chip but must also escape the chip through the
capillary. This is diagrammed in figure 2.17h. The respective mass transport-limited current densities
are:

0 H
HOR p’ D72 mA
: =2F —_— =0.67 | —5 2.41
Jlim KII}Q I [sz] ( )
0 -1
DER __ P L 1 B mA
jlim = 2]:KD2 <DD2 + h%) = 054 |:CIn2 (242)
H
(2.43)

Here, L = 100 ym is the working distance, D is the diffusion coefficient of species i, K }{ is its Henry’s-
law constant, and k' is its mass transfer coefficient through the chip (described in Paper . I have
ignored isotope effects, which are small in mass transport, and used the H, values for D, as well.
The calculated mass-transport limited current based on D, removal from the electrode surface is
remarkably close to the measured H-D exchange current density. This indicates that we, too, are just
probing mass transport. The electrolyte at the surface of the electrode is thus in equilibrium, i.e. Hy,

HD and D, follow a binomial distribution:
H, 2 -

1 c
HD
¢ =|2z(1—2) ], where x . (2.44)
Zi ct CDQ (1 _ $)2 CD+ + CH+
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Figure 2.17: Mass transport limitation in electrochemical HD exchange (a), diagram of mass transport
in EC-MS, indicating the H, and D, concentration profiles during the HD exchange experiment. (b),
Measured D, and HD fluxes, converted to partial current densities, as a function of working distance L.
The theoretical limiting currents for HOR and DER, from Equations and@ are included.

One way to confirm that a reaction is mass transport limited is to establish its dependence on the
working distance L. This can be done by exchanging the 100 ym PTFE spacer (Figure with a
spacer of a different thickness. Results for electrochemical H-D exchange on Pt are shown in Figure
[2.I7p. While there is not a perfect match between experiment and theory, there is clearly a dependence
on the apparent H-D exchange current density on distance, indicating that the answer to Question
2:4is “yes”.

Strategies to measure the H-D exchange current density without mass transport could include
(1) doing the experiment on a sample with a small coverage of mass-selected platinum nanoparticles
and/or (2) depositing the sample directly on the chip membrane, essentially setting L = 0.

Even though this particular experiment only probed mass transport and not electrocatalytic kinet-
ics, it indicates a promising window into the latter. Experiments avoiding mass-transport limitations
by the strategies above, and testing for non-equilibrium effects on other electrocatalyst materials
will follow. One particular interesting material in this regard is copper, as it shows interesting and
unexpected hydrogen adsorption/desorption properties, as described in Paper

2.3.2 Example experiment: CO stripping in Hy20 electrolyte

Subsection showed a CO stripping experiment on platinum, and I promised that an equivalent
experiment in isotope-labeled electrolyte would come in this Section. The interesting atom to label in
CO stripping experiments is oxygen, as oxygen can have at least two origins: the CO and the H,O in
the electrolyte.

Figure[2.18shows a CO stripping experiment on a sputtered rutile IrO, film. It is an interesting side
note that crystalline IrO, such as the sample used for Figure adsorbs CO at cathodic potentials,
indicating that the metal atoms of the surface layer are reduced and exposed; whereas electrochemically
formed hydrous IrO4 does not adsorb CO.

From the left of Figure , which uses a log scale so as to include all m/z signals: the plot starts
with CO (m/z=28) as the carrier gas, and then it is switched for Ar (m/z=40) while the electrode is
held at 0.3 V vs RHE. The m/z=36 signal rises as well due to 36Ar. This is actually annoying because
it raises the background on 1802, a molecule of interest in ®O-labeling experiments also at m/z=36.
For this reason He is used as the inert carrier gas in all subsequent 180 experiments. At about 1700
s, the potential is scanned, first in the cathodic direction and then in the anodic direction. The first
cycle shows some H, (m/z=2) near the cathodic potential limit and then a number of signals on the
anodic scan: m/z=46 and 44 quickly followed by 48, and then m/z=36 and 34 at the anodic limit.
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Figure 2.18: CO stripping experiment on a sputtered rutile IrO, electrode in 0.1 M HCIO, in 97% H,*0.
(a), as an EC-MS plot and (b), plotted vs potential for the two indicated cycles. The mass spec data is
raw (uncalibrated) signals.

These are attributed to C'°0y (m/z=44), C'*0'®0 (m/z=46), C'®0, (m/z=48), '°0'80 (m/z=34),
and 0, (m/z=36). On the next cycle, there is more Hy, the same amount of O,, and much less of the
three isotopes of COg, with most of the second-cycle CO, signal at m/z=48. The H, and CO, signals
from these two cycles are plotted on linear scale against potential in Figure 2.18b, showing that the
CO, signals, primarily m/z=46, start at ~0.7 V vs RHE together with an anodic stripping current.

CO stripping on noble metal surfaces is believed to procede via a Langmuir-Hinshelwood mech-
anism , whereby adsorbed * CO reacts with adsorbed * OH. When the * OH comes from an
180-labeled electrolyte, the mechanism is:

C0 + « — xC0 (2.45)
H %0 4+« — «0H + (H" + ¢) (2.46)
% C1%0 + «80H — C'°0™®0 + 2% + (H' 4+ ¢) (2.47)

This implies that the COy desorbed should be C0O0 at m/z=46. Some C%0, at m/z=44 can be
expected due to the °0 impurity in the electrolyte, but m/z=48 came as a huge surprise! Noble metal
surfaces should not be able to split CO ! Natural CO is 99.8% C'°0, and I confirmed this for the
CO from our bottle by taking a mass spectrum (it is 1% 13C0, but, luckily, that can be ignored for
these experiments)... I had a few fantastic days of scratching my head over this result. The answer is
that, while noble metal surfaces cannot split CO, water can split CO5! Aqueous COy is in equilibrium
with carbonic acid, HyCO3. (That is, incidentally, why the oceans are getting more acidic.) The full
process is indicated schematically in Figure The CO, starts as C%0'80, but some of it interracts
with H2180 on the way out of the electrolyte and ends up switching out its %0 for an %0 (Reaction

Ir in Ar - saturated, H,*®0
@
¢ & o 3\3 & }~ '\*/)
- &8 /\
0.4V vs RHE 0.8 V vs RHE \ g

Figure 2.19: Schematic diagram for CO stripping in '®*O-labeled electrolyte (left) and subsequent homo-
geneous isotope scrambling via carbonic acid (right). Metal atoms are gray, carbon atoms black, hydrogen
atoms white with blue outline, '°0 atoms red with black outline, and '°0 atoms are green.
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Figure 2.20: Cyclic voltammagrams of a polycrystalline Pt electrode in 0.1 M HCIO, in 97% H®0,
saturated first with CO and thereafter with He. (a) As an EC-MS plot with carrier gases plotted on the
left y-axis and product gases on the right y-axis. (b) The two cycles indicated in (a) are plotted against
potential. MS signals were calibrated according to the procedures in Section @
2.48|).

160180 + H80 —E~ H,C1%0180, 2~ {160 4 180, (2.48)

T actually found this very interesting, so I put some effort into exploring it. I think that the phenomenon
an excellent demonstration of the world opened up by isotope studies using chip EC-MS, and so I will
share with you here. CO oxidation coupled with *O-labeling will also be used in Chapter [3as a probe
of lattice oxygen reactivity in oxygen evolution catalysts, so this Subsection also serves to familiarize
the reader with the chemistry involved.

One of the first things I tried was bulk CO oxidation, akin to that in Figure[2.6p. Figure[2.20h shows
two cyclic voltammagrams of a polycrystalline Pt electrode in CO-saturated ®0-labeled electrolyte
(0.1 M HCIO, in 97% HQlSO), followed by two cycles in He-saturated electrolyte. CO is oxidized to
CO, in the first two cycles, and the CO4 isotopes have distinct profiles. The C1%080 profile has much
sharper features and leads the C'%0, profile. The origin of the features is more clear when the CO,
signals are plotted against potential, as is done in Figure [2.20pb.

At ~ 0.9 V in the cycle in CO (cycle 1, solid lines), an anodic peak represents the oxidative stripping
of the adsorbed CO monolayer and the depletion of CO in the working volume on the approach to
steady state. This is accompanied by a rapid increase in the C°0'80 signal. The current and the
Ccl%00 signal start to fall at about 1.4 V vs RHE, where the platinum surface oxidizes and loses CO
electro-oxidation activity. Then, starting at about 0.8 V vs RHE on the cathodic sweep, the sample
regains some CO oxidation activity as the surface is reduced. The gain in CO oxidation activity
outweighs the surface reduction current, but the latter is evidenced by the cathodic current at the
same part of the CV in He (cycle 2). There is a corresponding peak in the C'®0'®0 signal during the
cathodic scan.

Meanwhile, the C1802 signal moves much more slowly. It increases gradually the entire anodic scan
starting just after the oxidation feature at 0.9 V vs RHE, decreases only slowly during the cathodic
scan, and barely registers a peak after the Pt surface is reduced. On the other hand, the 01602 signal
matches the C1°0'%0 signal, just with smaller intensity.

The question then arises:

Question 2.5. What should the CO, signal be doing?

This question is actually straight-forward to answer with the stagnant thin-layer model presented
in Paper [[, which takes into account diffusion through the working volume, evaporation through the
chip membrane, and removal to the vacuum chamber through the chip capillary. The input to this
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Figure 2.21: Model of CO, signal in Figure m Top: CO oxidation current obtained by subtracting
a cyclic voltammagram in He from a cyclic voltammagram in CO. Moddle: modeled concentration as a
function of time (x axis) and distance from the membrane (y axis) in the working volume. The electrode is
at the top. The working distance of L = 160 pum, indicating poor sample alignment, was determined by the
mass-transport-limited CO oxidation current. The modeled CO, concentration varies from zero (black) to
2.2 mM (bright yellow). Bottom: the CO, flux to the mass spectrometer predicted by the model, scaled
down by a factor of 3, is co-plotted with the measured calibrated CO, signals.

model is the production rate of an analyte at the electrode as a function of time. Such a production
rate can be determined by subtracting the current in the cyclic voltammagram in He (cycle 2) from
the current at the corresponding time in the cyclic voltammagram in CO. The resulting current
difference is shown in the top panel of Figure When this is converted to a CO, production rate
assuming 2 electroons per CO5 molecule, and fed to the model, we get the concentration profile in the
middle panel of Figure Here, the y-axis represents the position in the working volume, with the
electrode on top and the chip membrane on the bottom. The predicted flux to the mass spectrometer
is proportional to the calculated concentration at the chip membrane, and is shown as a dotted line in
the bottom panel of Figure It is plotted (scaled down with a factor 3) together with the actual
measured CO, signals.

The modeled flux falls between the C*0O™0 and C'®0, signals! In other words, while the C'80,
signal is slower than expected, the C*00 signal is faster than expected! What is going on here?

To anyone familiar with chromatography, this may seem like a separation process, whereby heavy
CO, molecules are retained longer in the working volume. However, this is getting it a bit backwards.
There is no separation process - it is just that the CO, molecules which happen to take longer to
make it through the working volume are more likely to become heavy by Reaction It is then
a wonderful coincidence that the average time between reactions of CO, with H5O is on the same
order of magnitude as the average time that a CO5 molecule produced at the electrode lingers in the
working volume before entering the chip, and the mass spectrometer.

The actual concentration of carbonic acid (of any isotopic makeup) at any time is very small. The
equilibrium constant is :

HaCO;,

k -3
Kea =~ o, = 3, = 1710 (2.49)
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Figure 2.22: Fast CO stripping experiment. (a), The whole experiment, from when the carrier gas was
switched. (b), zoom-in on the CO, signals during and right after the jump in electrode potential.

Thus, the first step in Reaction [2.48|is slow, with a rate constant k, and the second step is about 500
times faster. The “wonderful coincidence” can be stated

1
7902 - (2.50)

The question on my mind by this point was

Question 2.6. Based on the changes in the m/z=44, m/2=46, and m/z2=48 signals, what is the rate
constant k?

To answer this question in a manageable way requires having a well-defined isotope composition
at t = 0, with no additional CO4 being introduced. I established such a start condition by doing a
“fast CO strip”, shown in Figure The surface of the platinum electrode is saturated with CO,
CO is replaced by He in the working volume electrolyte, and then, at ¢ = 0, the electrode potential
is jumped to 1.0 V vs RHE, at which point all the CO should immediately strip off as CO,. Initially,
there is no C'®0,, as CO does not dissociate on platinum. The C'®0y-to-C*®0'™0 ratio is the same
as the H216O—to-H2180 ratio in the electrolyte (called z), which can be determined independently by
OER, with the resulting Oy having an isotopic composition given by the binomial distribution.

To avoid worrying about the signal CO, signal, which changes over the course of the experiment
first as CO4 distributes itself in the working volume by diffusion and then as it evaporates through
the chip, we just work with the normalized signals, representing the isotopic composition:

5 Sma4
S = Shaa + Swae + Swas ete- (2:51)
Given the start condition and k, we can write a set of differential equations relating the change in
the time derivatives of Sy to the present values of Sy;. There are a total of eight reactions passing
through a molecule of carbonic acid with mixed oxygen isotopes. These eight reactions are diagrammed
in Figure 2.23h. I've assumed that each of the three oxygen atoms of the resulting carbonic acid are
equally likely to be expelled as HyO when the new CO4 molecule is formed, resulting in the indicated
probabilities.
When the effects of these eight reactions on S‘M44, S’M46, and S‘M48 are added together, taking into
account the activities z and (1 — x) for H,'%0 and HoP0, respectively, we get the following set of
differential equations, shown in matrix form:

d $M44 —%(1 — :L') +%1‘ 0 $M44
T Sy | =k (1-=z X -3 %5"3 Shiae (2.52)
Shas 0 z(l—z) —3z Shas

winN
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And the initial condition is:

$M44 z
Smas / 0

Numerical solution of this set of ordinary differential equations gives Syr as a function of time. The

solution depends on the value of k. Solutions for two values of k are shown in Figure together
with the measured Sy; from the experiment in Figure The first value of k, 0.026 s™1, is taken
from the literaturcitePinsent1956. Using this value of k gives a too-slow conversion of C°0'80 to
01802. The second value of k, 0.080 s~', is chosen to fit the data.

A likely cause for the discrepency is temperature: k = 0.026 s~! was measured at the standard
temperature of 25°C, whereas it can easily get hotter at the sniffer setup in SurfCat’s experimental
hall. The actual temperature in the working volume electrolyte during that experiment could well
have been 30°C or a bit higher, which could explain the increased rate constant.

On top of being a fun opportunity to experiment with isotopes and use some differential equations,
this example illustrates yet another potential application of chip EC-MS: It can in principle be used
to measure the kinetics of any homogeneous reaction that:

e Releases or consumes a gas (e.g. C'%0,)

e Can be triggered by either (1) an electrochemical signal (e.g. an applied potential to strip off a
monolayer of CO), or (2) introduction of a carrier gas.

2.3.3 Labeling the vacuum chamber

Towards the end of the last section, I mentioned that to determine x, which is the fraction H21GO in
the labeled electrolyte, I did so indirectly by measuring the isotopic composition of O, produced by
OER and then back-calculating = from the binomial distribution. One might wonder why I didn’t
measure the Hy'%0 and Hy®O signals directly at m/z=18 and m/z=20, respectively. The answer is
that water is notoriously “sticky” in vacuum chambers [73]. In effect, all of the stainless steel between
the EC-MS chip and the filament acts as a chromatographic column, adsorbing water. I suspect that
the stainless steel walls are normally hydroxyl-terminated, and that these hydroxyls switch out with
water. My experience is that after the setup is used with H2180, it stays “labeled”.

a) b)
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Figure 2.23: (a) Possible oxygen-exchanging reactions between H,O and CO,. (b), CO, isotopic com-
positions as a function of time from the solution of a kinetic model using two different values of the rate
constant k are co-plotted with the normalized measured CO, signals from Figure
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Figure 2.24h, from the SI of Paper [[I} shows cyclic voltammatry of a NiFe nanoparticle sample
in 0.1 M KOH in 97% H5®0, and includes the m/z=18 and m/z=20 signals. At the start of the
experiment, these two water signals are equal, which would imply « = 0.5. However, the distribution
of oxygen isotopes (ignoring any isotope effect) would then be

7'11602 2 0.25
sy | = | 2z(1—=z) | =1| 05 |, (2.54)
fiso, (1—x)? 0.25

and the m/z=34 to m/z=36 ratio would be

. hmolso _ 2x

=92 2.55
7’11802 1—=x ( )

In reality, the m/z=36 to m/z=34 ratio (when the signals are corrected for background) is r = 0.07,
implying (solving the above equation for z):

r
xr =
24r

= 0.034, (2.56)

or that the 0O impurity is only 3.4%. It would take an unrealistically powerful isotope effect to explain
this discrepancy. Furthermore, the m/z=18 to m/z=20 ratio changes over the 1200 s shown, whereas
the m/z=34 to m/z=36 ratio does not. Thus, the m/z=18 to m/z=20 ratio does not represent
the Hy%0 to Hy®0 ratio in the working electrolyte! Likewise, the m/z=18, 19, and 20 signals do
not represent the HyO, HDO, and D50 concentrations in the working electrolyte when doing H-D
experiments.

Question 2.7. How long does it take to fully label the vacuum chamber?

The answer is “it depends...”, but Figure gives an idea. This figure shows the integral of the
m/z=18 and m/z=20 peaks in mass spectra taken every 0.5 hours over the course of almost 20 hours
after a drop of HQISO was placed on the EC-MS chip, covering the membrane, and left overnight under
an inverted petri dish to slow its evaporation. The drop was applied after the first data point, and
was removed the next morning at 12.5 hours. Surprisingly, the signals never stabilized. The m/z=20
signal reaches a peak after about 5 hours, but then starts to fall. This may indicate that the drop loses
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Figure 2.24: (a), OER experiment in '®*O-labeled electrolyte, showing that the m/z=18 and m/z=20
signals do not reflect the Hy®O vs Hy'®O composition of the electrolyte. Adapted from the SI of Paper
(b), Integrated m/z=18 and m/z=20 peaks in mass spectra taken over a 20 hour period. A drop of Hy"®O
is applied at 0.5 hr and removed at 12.5 hr.
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Figure 2.25: Mass spectra of air through the EC-MS chip one day after experiments with **O-labeled
electrolyte (purple), and after a night at 100°C under a drop of natural Hy,O (yellow). All peaks are
labeled, and those in bold are related to the '*0 labeling of the setup.

its isotopic purity by exchange with water vapor in the air. It may also have to do with the changing
temperature over the course of the night. Nor does the m/z=18 to m/z=20 ratio quickly revert to
normal after the drop is removed, but keeps changing for at least the duration of these measurements.

Baking the vacuum chamber can help. I've found that this is especially effective if water vapor
is leaked in, by placing a drop of water on the chip, while the chamber is heated, to speed up the
removal of the O label by switching of ®*OH groups for '*OH groups on the stainless steel walls.
Figure shows mass spectra of air taken before and after such a baking procedure. The peaks
related to %0 labeling are reduced after the baking. Note that C'*00 at m/z=46 is among them.
However, they have not quite reached the natural ratio. Without any residual isotope labeling of the
vacuum chamber, the peak at m/z=45 should be greater than at m/z=46, since 13C as more than
twice the natural abundance (= 1%) of '*0 (= 0.2%). This indicates that CO, also interacts with the
OH groups on the stainless steel surfaces.

An even more effective procedure, which does succeed in removing the C**01°0 is to: Bake the
chamber to 100°C overnight under a drop of natural water with natural CO, as the
carrier gas.

It is very important to make sure that the vacuum chamber is not labeled before doing sensi-
tive isotope labeling experiments such as those testing for lattice oxygen evolution described in the
next Chapter. Indeed, the labeling of the vacuum chamber can even distort the apparent isotopic
composition of O, gas, as seen in the m/z=34 and especially m/z=36 peaks in Figure

2.3.4 Other tools: Sputter deposition, ISS, and ICP-MS

So far this chapter has exclusively described the chip EC-MS technique and its use in quantitative
mass spectrometry and isotope labeling studies. Chip EC-MS has indeed been the central tool of
my PhD project, but not the only one (for something completely different, see paper . This final
Subsection will briefly describe a few other tools used in the next Chapter.

Sputter deposition

Most of the Ru, RuO,, Ir, and IrO4 samples described in the next section were prepared by sputter
deposition. Briefly, sputter deposition is a method of making smooth, flat thin films by physical vapor
deposition, where the vapor of the desired material is formed by bombarding a target with a plasma,
typically an argon plasma. This is shown schematically in Figure [2:26h.
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Figure 2.26: (a), sputter deposition concept, from https://en.wikipedia.org/wiki/Sputter_
deposition. (b) Photograph of back of our sputter chamber with 0, flask installed

The most common way to form a metal oxide by sputtering is to add O, to the Ar used to make
the plasma. This strategy is referred to as reactive sputtering. Reactive sputtering is a simple way
to prepare an isotope-labeled metal oxide sample, by switching out the natural O, with 1802. A few
months ago, I installed a small bottle of 99% 1802 on our lab’s sputter chamber for this purpose
(Figure 2.26b). A procedure for sputtering Ru'®0, and Ir'®0, films is included in Appendix

Ion Scattering Spectroscopy (ISS), aka Low Energy Ion Scattering (LEIS)

Ion scattering spectroscopy (ISS), also known as low-energy ion scattering (LEIS), is a highly
surface-sensitive analysis technique based on the inelastic collisions of an ion beam, typically He™,
with a sample surface |51 - This is indicated in the left of Figure [2.27] -

The mechanism behind ISS is that, in such an inelastic collision, where energy and momentum are
conserved, the energy of the deflected He™ ion, Eg, is related to the mass of the nucleus that it hits
on the surface, Mp, according to the equation in Figure 2.27] The ions are then focused, separated
by energy, and detected with a hemispherical mass analyzer. The resulting spectrum, of intensity vs
deflected ion energy, then says how massive the nuclei on the sample surface that deflected the ions,
are. In Figure the He™ ions (gray) would deflect off of the large surface atoms (blue) with a
greater energy than the small surface atoms (green), as the latter would recoil more on collision. This
gives rise to two the green and blue peaks, respectively.

ISS is especially useful in the context of this thesis because, since it probes the nuclei of the sample
rather than its electronic structure, it is isotope sensitive. ISS is therefore the tool to answer the
following question, which becomes important in the latter parts of Chapter
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Figure 2.27: Concepts of ion scattering spectroscopy. Adapted from ref.
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Figure 2.28: (a) Diagram of inductively-coupled plasma (ICP) torch (top) and its coupling to mass
spectrometer (bottom). Adapted from ref. Figure numbers in the image refer to that textbook.
(b) Photo of setup for taking electrolyte samples during EC-MS experiments for dissolution analysis by
ICP-MS. (The carrier gas inlet volume was going through a bit of a transition phase.)

Question 2.8. Is the ozygen at the surface of my metal ozide sample 1°0 or 1807

All of the ISS spectra presented in Section were taken by Jakob Ejler using the Omicron setup.
I took all of the ISS spectra presented in Section [3.4] using the Thetaprobe setup after Ezra Clark got
it working.

Inductively Coupled Plasma - Mass Spectrometry (ICP-MS)

As described in the start of the next Chapter, stability is an important issue in electrocatalysis,
especially oxygen evolution in acid, which requires rare and expensive iridium- and/or ruthenium-
based electrocatalysts. Under these conditions, most materials dissolve, and even the best materials
dissolve slowly.

The question, as it has been phrased by Cherevko and coworkers [113], is:

Question 2.9. How many molecules of product, on average, does one atom of element © in the electrode
make before it is lost?

The answer to this question, called the stability number, is also called the turn-over number in con-
ventional catalysis. The stability number depends on both the electrode material and the conditions,
including the electrode potential.

Determining the stability number is best done by measuring the concentration of the metal of
interest (i) in the electrolyte. The most sensitive way to measure a small concentration of metal
ions is inductively-coupled plasma mass spectrometry (ICP-MS) . In ICP-MS, the MS part is
basically the same as that described in the start of Section [2.1]- a quadrupole mass analyzer is typically
used for mass separation and detection. The unique part in ICP-MS is the inlet and ionization [63],
with diagrams shown in Figure [2.28h. This is done by directly delivering the liquid to a plasma torch,
which has an extremely hot argon plasma formed by magnetic induction from external magnetic coils.
The plasma is hot enough to atomize the liquid, and the plasma delivers electric charges to any metal
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atoms that were dissolved in the liquid. These metal ions are then separated from the non-ionized
parts of the plasma by lenses through two pumping stages and delivered to the mass spectrometer.
ICP-MS is an extremely sensitive technique, able to detect on the order of parts per trillion (nanograms
per liter) of metals in solution.

Most of the work involved in ICP-MS, for the experimenter, is preparing the samples. I came
up with a way to collect electrolyte from the stagnant thin-layer EC-MS cell during an experiment
without losing potential control using the setup shown in Figure 2.:28h. See Appendix [A 5] for detailed
instructions on how to take electrolyte samples using this setup. That appendix also describes the
ICP-MS calibration and detection limits used in this Thesis.

Concluding remark:

This concludes the chapter on the tools used in this PhD project, the principle one of which is
chip EC-MS, to which I view the data analysis package EC_MS as an essential extension. Together with
isotope labeling, it often feels as if chip EC-MS opens a window to the world of electrocatalysis from
a new and mostly unexplored angle. It is often easier to freely explore this world than to step back
and ask controlled and disciplined questions. I will do my best at the latter in the next Chapter, but
I hope that this Chapter has given a sense of the thrill of the exploration that I have been enjoying
for most of the past three years.
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Chapter 3

Isotope-Labeling Studies in Oxygen
Evolution Catalysis

2H,0 — Oy + 4 (H" + e—) (3.1)

The oxygen evolution reaction (OER, rxn is the source of most of the efficiency lost in water
electrolysis [57,/115], whether done in an alkaline electrolyzer cell (AEC) [116,[117] or polymer elec-
trolyte membrane electrolyzer cell (PEMEC) [46,118]. Since hydrogen produced by water electrolysis
plays a central role in the fossil-fuel-free energy system and chemical industry outlined in Section [L.2
there is a lot to win by improving oxygen evolution catalysis.

Oxygen evolution catalysts can be split into two groups, based on the pH, and thus which elec-
trolyzer technology, they are able to operate at. AFECs operate in concentrated hydroxide solution
(high pH), whereas PEM electrolyzers use a solid polymer electrolyte membrane (PEM) with strongly
acidic groups, and so the water splitting reactions effectively occur at low pH [42,46]. These two
technologies were described briefly in Section Here, I give a brief outline of oxygen evolution
catalysts and related challenges associated with each of these technologies to motivate the EC-MS
studies presented in this Chapter.

At the high potentials (U > 1.23 V vs RHE) needed to drive the oxidation of water, metal oxides
and hydrated metal oxides are virtually the only thermodynamically stable solids [119]. However,
while many metals have a thermodynamically stable solid phase at high potential and high pH (al-
kaline electrolyte), almost all metals form a soluble species at high potential and low pH (acidic
electrolyte). The fact that so many materials are unstable under OER conditions can make the ac-
curate measurement of OER activity a challenge. Just measuring the electrochemical current might
lead to an overestimation of the oxygen evolution activity, as Reaction might not account for all
of the electrons transfered. A few examples of this from my PhD work are shown in Section

The fact that most materials are not stable at high potential and low pH limits OER in acid to
noble metal oxides, of which IrO, and RuO, are by far the most active |120]. Even so, at least 200 mV
of overpotential is required for reasonable current densities. Perhaps more importantly, both Ir and
Ru are among the rarest elements on earth and among the elements produced in the least quantities
- only approximately 4 [47] to 9 [121] tons of Ir and 25 tons of Ru [121] are produced annually.
All of this production is a biproduct of platinum production [121] and thus extremely inelastic to
changes in demand. Of the two oxides, RuO, is more active but considerably less stable, and so IrO,
is used in commercial PEM electrolyzers [46]. With the iridium loadings in current state-of-the-art
PEMEC'’s, the entire global supply of iridium could add about 2 GW of hydrogen-producing capacity
per year [47], which is clearly not on a scale of relevance to adding energy storage to the world’s 20 TW
of energy consumption [121]. The scarcity of these materials thus makes it essential to increase their
mass-normalized activity and thus reduce the required loading. In Section we measure the Oq
from OER on RuO, at record low overpotentials, in the hope that accurate measurement of activity
at low overpotentials can provide fundamental insight to guide the design of more active catalysts for
PEMEC’s.

61
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Figure 3.1: Turn-over-frequency for state-of-the-art OER catalysts in alkaline electrolyte at 300 mV
overpotential. From Paper El

In contrast, the oxygen evolution catalysts used at high pH in AEC’s need not be rare and expensive
metals. Indeed, the industrially used catalyst is nickel (importantly, with impurities including iron)
[42/[116}[122]. Nickel-iron oxy-hydroxide is also the most active catalyst on a turn-over-frequency
(TOF) basis, as seen in Figure taken from Paper [lIl Turn-over-frequencies are notoriously difficult
to calculate for oxygen evolution catalysts The calculation of this turnover frequency relies on the
assumption that only the surface of the catalyst is active, which we base on isotope-labeling studies
showing that oxygen within the catalyst is not evolved as O,. These experiments are described in
Section

Such isotope-labeling studies are commonly used to establish the presence or lack of lattice oxygen
involvement in the OER. This has often been described as a positive catalytic characteristic, facili-
tating an OER mechanism with higher rates ,. However, such conclusions need to be made
carefully, as the lattice-involving mechanism can be negligible when quantitatively compared with
the conventional mechanism, and can sometimes be associated with degradation of the catalyst. A
thorough and quantitative set of isotope-labeling experiments coupled with dissolution measurements
is shown in Section [3.4] for RuO4 and IrOQ,. We plan to publish this work, together with that in section
B:2 in Paper [VII]

The scarcity and instability of the only available OER catalysts for PEMEC’s begs the question
whether they are actually worth researching, when AEC’s are already an industrial technology. How-
ever, PEMEC’s have a few distinct advantages over AEC’s that are important for utilization of variable
renewable energy : (1) They can run more efficienctly due to the high conductivity of the solid
electrolyte. (2) They have less Hy crossover, enabling them to run safely at a wider range of current
densities. (3) They have faster load response, enabling them to better utilize intermittent renewable
electricity when it is cheapest, that is, when the sun is shining and the wind is blowing. For these
reasons, most experts expect PEMEC’s to be the dominant water electrolysis technology by 2030 .

In the final Chapter of this Thesis, I will estimate the impact of an incremental improvement in
OER overpotential on global CO, emissions in order to get an idea of the impact of this PhD project.
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3.1 You have to see the O,!

Materials with high oxygen evolution activity are often reported in the literature. A common bench-
mark is the overpotential required to reach 10 mA/em? [115,/124]. This value is usually normalized
to the macroscopic, i.e. geometric, electrode area, rather than the electrochemical surface area, which
is not trivial to determine for oxides. For this reason, many advances in activity are in fact just ad-
vances in synthesizing electrodes with a very high loading |115]. There is nothing wrong with this in
principle - a high geometric loading of active sites enables electrochemical devices such as electrolyzer
cells to be more compact, lowering capital costs - though it should be thought of as an engineering
accomplishment, to be kept conceptually separate from more fundamental catalysis science, which
seeks to increase the activity per active site [57]. There is, however, the problem with high-loading
materials that the large amount of material means that charging or degradation phenomena can in-
volve the passage of a lot of charge. This can lead to an overestimation of the activity if 100% Faradaic
efficiency to the OER (Reaction is assumed blindly. Especially bad is if the material contains
organic building blocks, as all organic molecules are unstable with respect to oxidation to CO4 at OER
potentials. Thus, just as an example, there is reason to be skeptical of the reported activity of the
high-surface-area metal-organic-framework (MOF) derived CrygRug 4Oy catalyst described by Lin et
al in ref. |125, which currently claims a record [115] of 178 mV overpotential at 10 mA /cm?. Charging,
degradation, and oxidation of residual carbon could all contribute to the current of these electrodes,
even over a long experiment. Measurement of dissolved metals using ICP-MS or mass losses using
quartz crystal microbalance can check for degradation processes [114]. But the best way to prove that
the measured current is going to OER is to quantitatively measure the evolved O,.

Here, I report two examples from my PhD work of OER catalysts, the first in acid and the second
in alkaline, for which the measured current was not all going to O, production via Reaction [3.1]

3.1.1 Ru on graphene oxide

During my external stay with professor Wen Zhenhai in Fuzhou, one of the first measurements we
did with their newly built EC-MS setup (Appendix was to determine the actual onset of OER
from an acid electrocatalyst that they knew was unstable (the overpotential required to draw 10 mA
started low but skyrocketed after a few minutes), but appeared highly active. This material, dispersed
ruthenium on a high-surface-area graphene oxide, showed a strong oxidation wave starting before 1.4
V vs RHE with a large shoulder starting at 1.2 V vs RHE (Figure . It was of interest whether all
of the current in the wave at 1.4 V, or even 1.2 V if the catalyst was somehow ultra-activated in the
beginning, could be attributed to O, formation.
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Figure 3.2: Initial cyclic voltammagrams of Ru on graphene oxide material from the lab in Fuzhou, in
0.5 M HySOy4
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Figure 3.3: EC-MS plots of Ru on graphene oxide material from the lab in Fuzhou, in 0.5 M H,SO,. (a)
initial cyclic voltammagrams and (b) constant-current experiment.

Figure shows the same cyclic voltammatry data with mass spectrometry detection of the
products. Clearly, the “ultra-low onset O,” above is not O, but instead is revealed by the m/z=44
signal, implying CO, evolution, to be oxidation of the graphene oxide support. This oxidation of the
support continues into the main OER wave, and can also be seen in the second cycle. The onset for
O,, at about 1.33 V vs RHE, is remarkably low, indicating that the catalyst is highly active (though
perhaps only as active as RuQO, films, see Section . However, there is less O, in the second cycle,
belying the catalyst’s instability.

Figure shows a 20-minute constant-current measurement in the EC-MS setup. At 2 mA /cm?,
it fails catastrophically at around 400 seconds into the experiment. At this point, the potential
increases rapidly, and the 2 mA/cm? no longer goes to OER, but instead goes to oxidation of the
substrate, as indicated by the switch from m/z=32 (O,) to m/z=44 (CO,) in the mass spectrometer.
This is likely the point at which all of the ruthenium has dissolved or detached from the substrate.
There is a m/z=28 signal which is attributed to fragmentation of CO,, but, interestingly, at about
1100 s, the m/z=28 signal starts increasing independently of the m/z=44 signal. This is attributed
to a new mechanism for oxidation of the carbon support at these high potentials (>2 V vs RHE)
resulting in evolution of CO.

This illustrates the importance of product detection when measuring activity in the highly corrosive
acid OER conditions.

3.1.2 Nickel-iron: electrodeposited film vs annealed nanoparticles

As mentioned above, electrodes based on oxidized nickel and iron are used in industrial alkaline
electrolyzer cells. However, the intrinsic OER activity of this electrocatalytic material is not well
known, since it is typically used and studied in a highly porous foamy form [117]. An example, from
ref 126, is shown in Figure [3.4h. It is very difficult to estimate the intrinsic activity, i.e., the turn-
over-frequency, of such materials because it is hard to determine how many active sites are accessible
for the reaction. This was our primary motivation for studying a model system: vacuum-synthesized
mass-selected Nij 75Feq o5 nanoparticles, characterized in detail in Paper [[I]
The mass-selected nanoparticles were formed in a cluster source as follows [127]:

1. Atoms were freed from a solid metallic target (here Nij 75Fe( o5) by bombardment with a magnetically-
bound plasma, i.e. magnetron sputtering.

2. These atoms were condensed into nanoparticles with a wide size distribution in an aggregation
zone with a controlled temperature and argon pressure. Many of the nanoparticles are ionized,
i.e. they carry a fundamental charge.
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3. The charged nanoparticles are accelerated into a separation chamber and filtered according to
m/z ratio using a modified time-of-flight mass spectrometer.

4. The beam of mass-selected nanoparticles is directed to a conductive substrate (here a 5mm Au
stub) which is grounded via an ampmeter.

The deposition current, measured in part [4] above of the deposition technique, tells the number
of nanoparticles deposited, since each deposited nanoparticle carries a fundamental charge. Since the
size of the particles is known, this means that the mass loading is also known. Making an assumption
about the shape of the nanoparticles, this means that the surface area is also known. In the case of
the NiFe nanoparticles described here, SEM images (Figure ) confirm a spherical shape. This is
especially useful, because it means, assuming the electrochemical reaction only occurs on the surface of
the catalyst, that the number of available atomic sites can be calculated, and the turn-over frequency
thus determined. These assumptions and results are discussed in more detail in Paper[[Iland in Section
0.0

SEM and TEM images of the mass-selected nanoparticles also confirm that they are unchanged
before and after reaction (Figures 2 and 4 of Paper [[). The OER activity is also stable over 1000
hours at 1.6 V vs RHE. These observations, taken together with the very small loading of the samples
(approximately 150 ng of total Ni and Fe), indicate that charging or dissolution processes are negligible.
We confirmed this using EC-MS by comparing the measured electrode current and the O, signal during
cyclic voltammatry in 0.1 M KOH of a sample with 150 ng of 7 nm mass-selected Nij 75Feq 9504
nanoparticles (the metal nanoparticles were annealed in O4 in the vacuum chamber for this sample).
The results are shown in Figure . The O, signal, calibrated to mol/s as described in Chapter
is multiplied by four times Faraday’s constant F, which is the charge passed per mol of Oy formed by
water oxidation, in order to plot on the same axis as the electrode current. The integrated current
and the integrated OER partial current, shown in Figure [3.5b, match. This makes it clear that all of
the net current can be accounted for by OER. The oscillating contribution of the Ni**/Ni** cancels
itself out when integrated.

For comparison, we synthesized a porous Nij75Feq o5 oxy-hydrodixe film by electrodeposition,
according to the method described in ref. typical for the synthesis of NiFe-based films studied in
the literature . In short, a current of —0.2 mA /ecm? was passed through the substrate (a 5 mm
Au stub) for 5 min in an electrolyte containing 100 mM Ni(NOj3),-6 HyO and 5 mM FeCl,. We then
perform the same EC-MS experiment comparing the electrode current and evolved O, during the first

120,000 amu

Figure 3.4: SEM images of NiFe-based OER catalysts (a), Example of a high-loading, high-surface-
area NiFe oxyhydroxide catalyst studied in the literature, taken from reference (b), Mass-selected
vacuum-synthesized NiFe nanoparticles, from PaperEl
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Figure 3.5: Comparison of the electrode current and the OER current equivalent of the O, signal in 0.1
M KOH for (a-b) 7 nm thermally annealed Nig 75Feq 250, nanoparticles and (c-d) an electrodeposited
Nig 75Feq 250Hy film. (a) and (c) show the (partial) current densities, while (b) and (d) show the
integrals thereof.

cyclic voltammagrams (Figure and d). Unlike the case for the thermally oxidized nanoparticles,
they do not match up over time. There is some net current transfer which cannot be accounted
for by water oxidation. This may be attributed to charging of the film or dissolution of the metals,
particularly Fe, which is known to leach. It could also be due to oxidation of adsorbed carbon-
containing species (advantitious carbon), which would not be observed in EC-MS since the evolved
CO, would be captured by the alkaline electrolyte as 00327.

These results further highlight the need to measure O, when determining the OER activity, espe-
cially for high-loading catalysts. Electrodeposited NiFe oxy-hydroxide films are known to be stable
over longer periods of time, and are closely related to the catalyst used industrially in alkaline elec-
trolyzer cells, but Figure makes it clear that, if O4 is not measured, one could easily overestimate
the activity by just looking at the current passed during cyclic voltammatry.
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3.2 How low can we go?

Ruthenium dioxide can oxidize water at remarkably low overpotential in acidic electrolyte [118,|120].
However, it is not particularly stable, with anywhere from 0.01% to 10% of the current going to
Ru dissolution, depending on the preparation and experimental conditions [128]. It is also used as
a super-capacitor material [129] due to a very high pseudo-capacitance. This pseudocapacitance is
due to the many redox transitions on the surface sites of RuO, as well as the tendency of RuO,,
especially amorphous RuQOs, to form nano-scale interconnected domains, the surface of all of which
are electrolytically accessible [130]. In the previous Section, I illustrated that it is necessary to measure
the Oy when studying OER catalysts. Together, the instability and high pseudo-capacitance (and thus
large transient charging current) make this especially true for RuOy-based electrodes. With this in
mind, as well as the ability to do very sensitive isotope-labeling experiments, described in the next
Section, we started a collaboration with Reshma Rao and professor Yang Shao-Horn at MIT to use
our EC-MS system to study OER on RuOs. One of the main goals was to see how low the onset
potential for OER actually is.

3.2.1 Sputtered RuO, films

To check whether and how activity, stability, and lattice oxygen involvement varied with crystallinity,
we sputtered RuO, at various temperatures. Reshma and I made the first samples together when she
visited DTU in September 2018. We sputtered RuQO, by reactive sputtering of a Ru sputter target
with a magnetron sputter power of 300 W at a total pressure of 3 mTorr consisting of 80% Ar and 20%
O,. We sputtered RuO, films of 25 nm nominal thickness (calibrated by quartz crystal microbalance)
on a 5 nm Ti sticking layer on glassy carbon disks. The films are characterized by grazing-incidence
x-ray diffraction (GIXRD) and cyclic voltammatry in Figure

RuO, sputtered at room temperature (RT) appears amorphous, with no peaks visible in the
diffractogram (Figure ) The films become more crystalline at higher sputtering temperature.
However, while all the other peaks increase in intensity from RT to 400°C sputtering, the (110)
peak passes through a maximum at a sputtering temperature of 200°C. This might indicate that a
preferential orientation occurs at the right sputtering temperatures.

The relative surface areas of the samples, measured by electrochemical capacitance, however,
decreases monotonically with higher sputtering temperature (Figure ) All of the films appear to
be quite rough. Using a specific pseudo-capacitance (double-layer capacitance + redox charging) of
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Figure 3.6: Characterization of RuO, films sputter-deposited at various temperatures. (a), Grazing-
incidence x-ray diffraction spectra. The theoretical peak positions of rutile RuO, are indicated. (b) Cyclic
voltammatry at a scan rate of 10 mV/s.



68 CHAPTER 3. ISOTOPE-LABELING STUDIES IN OXYGEN EVOLUTION CATALYSIS

a) b)
0 500 1000 1500 2000 2500 3000 0 500 1000 1500 2000 2500 3000
) i ) 1.41 W vs RHE
102 140V ye HHE 10? 1.32 ¥ vs RHE
v o 50, (mfz=36) 1 '.- l
2 10, (miz=32) g oot
S 10t S 10t pisg, h H 5 o
= = (mfg=32) L ‘ :
2 133v 2 - s u " | P
S Jene =) WU =
w "
< 10° QU0 (miz=34) g '0%0 (m/z=34)
o 3 o
°0, (m/z=36)
107t 1 107t
x 1.4 — £ 1. —
g1 U Joom  EM[ O
~ £ ~ €
w v w v
T 13 < T 13 0.25 «
o« S o« £
2 oo = 2 Z
212 . . . . - o 12p h . . h . . 0.00 =
0 500 1000 1500 2000 2500 3000 0 500 1000 1500 2000 2500 3000
time/s time/s

Figure 3.7: Activity measurement of a RuO, film sputtered at room temperature in 0.1 M HCIO, in (a)
natural (99.8% H,'%0) water, and (b) 97% H,®0 labeled water.

200 pF/cm? (this assumption is discussed in Subsection [130], the roughnesses factors go from
~9 for the 400°C-sputtered film to ~60 for the RT-sputtered film.

To measure the OER activities of the sputtered films in 0.1 M HCIO,, we scanned the potential
at 5 mV/s from a “resting potential” of 1.2 V vs RHE to a working potential at which the OER
measurement is made, holding each potential for 2 minutes. This was done to let the O, signal reach
a steady state at each potential and fall to the background level between activity measurements. The
RHE potential of the reference electrode was always measured in the same electrolyte and the same
setup using a platinum electrode and saturating the electrolyte in Hy, as described in Section [2.1.2]
The O, signal was calibrated by 5-minute constant-current OER steps (20 pA, 50 pA, and 100 pA)
from a rutile IrO, electrode measured in the setup on the same day, since IrO4 is known to be much
more stable than RuO, [118].

The activity measurement for an R.T.-sputtered film is shown in Figure B.7p. O, production is
stable during each 2-minute potential hold, giving a nice ”square-wave” shape to the m/z=32 signal.
The Oy production rate follows a neat Tafel relationship with applied potential, i.e. for a constant
linear increase in potential step, the O4 signal increases by a constant factor. Specifically, the O4
production rate increases by a factor =~ 2 for each 10 mV step in potential. More commonly, this is
stated in the reciprocal form, as the extra potential required for a factor 10 increase in activity (a
“decade”), referred to as the Tafel slope. Here, the Tafel slope is &~ 30 mV per decade

An oxygen signal is detectable down to 1.33 V vs RHE, a nominal overpotential of 100 mV. This
was, to the best of our knowledge, already a record for detection of O, from water oxidation.

It should be emphasized that, while RuO, is highly active, and the room-temperature-deposited
film has the highest activity of the sputtered films, in line with its high roughness factor, we have no
reason to believe that our RuO, is more active than RuO, reported in the literature. The detection
of O, at very low overpotential should, instead, be viewed as an accomplishment of the technique -
specifically, the exceptionally high sensitivity of the chip-based EC-MS setup to gaseous products.

The detection limit of O, is limited by the background of the m/z=32 signal, which is probably
set by outgassing of the MS filament or other components in the vacuum chamber, or extremely small
leaks. Since the background is thus dominated by natural O,, which is 99.5% 1602, the background
at m/z=34 (*°0'0) and m/z=36 (0'®0,) are considerably lower - by more than an order of magni-
tude comparing m/z=36 and m/z=32 as seen in . Thus, additional sensitivity can be gained by
isotopically labeling the oxygen in the electrolyte, and thus labeling the electrochemically produced
O,.
Figure shows an activity measurement of the same sample in 0.1 M HCIO, in 97% H5%0.
The y-axis in the top panel is on the same log-scale as that in Figure so that the activities
and backgrounds are directly comparable. Unfortunately, the m/z=36 background increases with the
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Figure 3.8: Closer look at the activity measurement of a RuQO, film sputtered at room temperature in
0.1 M HCIO, in natural (99.8% H,'°0) water. (a) Comparison of the averaged current and the O, flux as
measured during the final 30 seconds of each constant-potential step. The dotted line (b) comparison of
the instantaneous current (red) and O, partial current density (black) during the activity measurement at
1.37 V vs RHE.

change of electrolyte, indicating that the O, background in general comes partly from reaction of HyO
molecules, originating from the electrolyte, on the filament of the mass spectrometer. Due to this
increase in background, the O, detection limit is only improved by less than an order of magnitude.
This, however, enables clear detection of O, at 1.32 V vs RHE, a nominal overpotential of 90 mV.

It should be mentioned that the isotopic composition of the Oy produced in these experiments
in labeled electrolyte always reflected the isotopic composition of the electrolyte within uncertainty
thereof. In other words, there was no obvious “isotope” signal consisting of a transient excess of 160
coming form the Ru1602 electrode. Such isotope signals are, however, observed in more sensitive
experiments, and are the subject of the next two Sections.

As mentioned above, a concern with OER measurements in general, and in particular on RuO,-
based materials due to the high charging current and instability, is weather all of the electrode current
is going to oxygen evolution. Figure shows the value of the calibrated O4 signal vs the measured
electrode current, averaged over the last 30 seconds of each 2-minute potential hold in Figure [3.7h.
The theoretical line assuming 100% Faradaic efficiency for O, production is shown in red. The exper-
imental data has the same slope as the theoretical line, but with a slight offset, with slightly less O4
than expected from the current. This is inconsistent with a significant dissolution current, as RuQO,
dissolution increases with the current [131].

A more likely source of this offset is the charging current. Figure shows a zoom-in of the
potential step at 1.37 V vs RHE from Figure [3.7h. The calibrated O, signal is multiplied by 4F to
give a partial current density, and is plotted on the same axis (left y-axis) as the measured current.
Here, we see that the measured current is dominated by capacitance while the potential is being
scanned. This capacitive charging current continues during the potential hold, with the current only
slowly approaching a steady state. The shape of the current during the constant-potential period is
not completely exponential, but has a long tail, indicating that some parts of the electrode are harder
to charge than others. In contrast, the O, signal is stable during the potential hold. This comparison
indicates that some of the current can still be contributed to the charging of the electrode even at the
end of the two-minute potential hold.

3.2.2 Hydrogen-bubble-template Ru foam

To see if we could push the limit of O, detection to even lower overpotentials, we synthesized a high-
surface-area ruthenium foam by the hydrogen-bubble template method. Choongman Moon and I made
the first ones after useful input from Anna Winiwarter, who had optimized a procedure for depositing
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Figure 3.9: (a) SEM image of Ru foam. (b) Cyclic voltammatry in 0.1 M HClO, of a polycrystalline
Pt electrode (gray), a room-temperature sputtered RuO, film (black), and Ru foam (magenta). Note
the different scan rates. The features just after the cathodic and anodic turns on the R.T. RuO, cyclic
voltammagram are artifacts of the electrode arrangement in the EC-MS setup.

palladium foam (used for Paper . Choongman made all of the subsequent films Briefly, a glassy
carbon disk suspended by a copper wire fastened with a u-cup and Teflon table was immersed in a
solution of 10 mM RuCl; and 0.1 M HCIO,, opposite and parallel to a RuO,/p+Si counter electrode
held in place by gold wire. A bias of -6 V was applied to the working electrode with respect to the
counter electrode for 10 minutes. Metallic Ru is deposited by reduction of the RuCls in solution. This
results in an Ru “foam” layer that is extremely porous, as the Ru deposition is mass-transport limited
and occurs simultaneously with rapid bubble formation by hydrogen evolution. Figure shows a
cross-sectional SEM image of the Ru foam.

Figure shows cyclic voltammatry of the Ru foam, with a RuO, film sputtered at room tem-
perature and a polycrystalline platinum stub included for comparison. Notice the different scan rates,
necessary because the charging current of the Ru foam at 50 mV /s would max out the available bias
between the working and counter electrodes in the EC-MS setup. The electrochemically accessible
surface area is clearly much higher than that of the room-temperature sputtered RuO,, which al-
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Figure 3.10: (a) EC-MS plot with raw MS data from an activity measurement at low overpotentials on
the Ru foam in 0.1 M HCIO, in 97% H,'®0. (b) Zoom-in on the lowest overpotentials, with the calibrated
80, (m/z=36) signal (faint green). The solid green trace is a 15-point moving-average smoothing of the
8 .

O, signal.



3.2. HOW LOW CAN WE GO? 71

ready has a high roughness factor. Assuming the same specific capacitance of 200 uF/cm? [130], the
roughness factor of the Ru foam is on the order of 2000.

The results of an activity test on a Ru foam sample in labeled electrolyte are shown in Figure [3.10k.
180, is detectable down to very low overpotentials. Note in the bottom panel that the charging current
overwhelms the OER, current, making the measurement of O, absolutely necessary to determine the
activity at low overpotentials. At the lowest potential measured, 1.29 V vs RHE, the signal can barely
be discerned from the noise in the m/z=36 signal. This data point was repeated a total of four times
with varying resting times in between in order to increase confidence that there is indeed a signal.
The signal is more apparent when the data is smoothed with a 15-point moving average, which is
shown as the solid green trace in Figure [3.10p. Thus, we can claim to have detected O, produced
electrochemically at 1.29 V vs RHE, just 60 mV above the standard equilibrium potential.

3.2.3 Turn-over-frequencies

Figure shows the O, production rate, measured at m/z=32 or m/z=36 signal depending on the
labeling of the electrolyte, averaged over the last 30 seconds of 2-minute potential holds for a number
of RuO, sputtered films and Ru foams. All of the geometric areas were 0.196 cm?. There is a large
variation spanning approximately three orders of magnitude, with the Ru foams producing O, at a
much higher rate at a given potential. This can, however, be almost fully explained by surface area.
In Figure the Oy production rate is normalized to the estimated number of active sites. This
estimate was made using the following assumptions:

e Assume a density of active sites equal to the density of CUS sites on the RuO4(111) surface.
e Assume all surface contributing to the capacitance is active.

e Use the value 200 F/cm? determined by SAXS by Yoshida et al, Reference [130, applied to the
portion of the CV’s between 1.2 and 1.3 V vs RHE.

The first assumption seems reasonable, as (110) is the most stable surface of RuO,, the CUS site is
believed to be the active site [118132], and metallic Ru will have an oxidized surface at the potentials
of interest. However, direct determination of the actual active sites would be highly useful. The STM
method described Bandarenka and co-workers is a promising strategy [60].
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Figure 3.11: (a) O, production rate as a function of potential for all measured sputtered RuO, films and
electrodeposited Ru foams. (b) TOF for films and foams, assuming a specific capacitance of 200 uA /cm?
and a an active site density of 2 per nm?, correspondint to CUS sites on RuO,(110) [132]. [A] TOF for 3
nm RuO, nanoparticles are from Paoli et al, Reference |133|
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The second assumption implies that there are no mass transport limitations in (H,0) and out (H*
and O,) of the porous structures of the amorphous RuO,. This assumption is reasonable at the low
current densities accessible in the EC-MS setup, but might break down at higher current densities.

The third assumption is based on a study using small-angle x-ray scattering (SAXS) to estimate the
combined surface area of the condensed RuO, aggregates in a series of hydrous RuO, electrodes |130].
The authors of that study found that comparing the electrochemical charging current to the aggregate
surface area thus estimated yielded a constant specific capacitance of 200 uF/cm?, of which they
estimate that ~ 80 uF/cm? is double-layer capacitance and ~ 120 uF/cm? is due to surface redox
transitions. Here, I have implicitly assumed that all Ru and RuO, surfaces have the same double-layer
and redox specific charging densities in the potential range 1.2 to 1.3 V vs RHE, chosen because all
measurement datasets include potential scans spanning this range.

Figure shows the turn-over-frequencies thus calculated. All of the RuO, and Ru samples
converge on a common curve with ~ 1 order of magnitude scatter. This adds validity to the assump-
tions made above, and suggest that the active sites are the same on the different materials. The curve
has a slowly changing slope, with a Tafel slope of approximately 30 mV/decade at the upper end
(1.38-1.42 V vs RHE), and a Tafel slope of approximately 20 mV /decade at the low overpotential
range (1.30-1.34 V vs RHE).

It is informative to compare these TOF values to TOF values measured and calculated by other
means. In Reference 133, Paoli et al report TOF values for mass-selected 3 nm RuO, nanoparticles
deposited with the same cluster source method used in Paper [[I] and described briefly in Subsection
Just like in that study, Paoli et al determine the number of active sites via the loading of the
nanoparticles, which is known via the deposition current and the size of the nanoparicles. They com-
pare two assumptions for the number of active sites: (1) that all Ru atoms are active sites (TOFpy),
and (2) that only the Ru atoms at the surface of the RuO, nanoparticles are active sites (TOFgy,f).
These two TOF values are co-plotted with the present results in Figure [3.1Th. The TOF gy, results for
the nanoparticles broadly continue the trend observed for the electrodeposited foams and sputtered
films, with a further increase in Tafel slope at higher potentials, to about 60 mV /decade at 1.46 - 1.50
V vs RHE. This further supports the assertion that the active sites are similar however Ru or RuO,
are prepared, and that activity is limited to the surface, though this surface area can be very large.

Note that the problem of uneven potential distribution described in Subsection puts some
uncertainty on the activity measurements at higher current densities. Due to resistance across the
electrolyte film between the electrode and the chip, the potential on the side of the working electrode
closest to the counter electrode can be somewhat higher than the measured potential. Taking this
into account, the activity at high current densities is likely overestimated, meaning that the curves
should bend more towards higher Tafel slopes at higher current densities. If this is the case, it would
actually improve the agreement with the nanoparticles. Fortunately, it is the measured behavior at
low current densities, which is more reliable, which is of the most interest in this context.

The changing Tafel slope has mechanistic implications [134]. Briefly, the oxygen evolution reaction
consists of four steps, most simply written as [135}136]:

HyO + %« — xOH +
*OH — 0O +
*O + H,O — xOOH +
«*OOH — *x + Oy +

HY +e)
HY +e)
HY +e)
HY +e)

~—~ o~

In the limit that one of these steps, step 4, is slower than the rest, then the rate is

r=k20; 1 exp <éai(U - UZ-O)) , (3.6)

where k? is the rate constant for the i’th step, U; is its equilibrium potential. 6;_; is the coverage
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of the reactant to that step, i.e., 89 = 0y, 61 = O.0u, 02 = 0.0, and 03 = O,00n. Finally, a; is the
symmetry factor to the reaction. The symmetry factor is the ratio of the change of the activation
barrier of an elementary electrochemical reaction to the change in its overall AG resulting from a
change in potential [53]. Equation is thus an Arrhenius equation, with the activation barrier

Ea,i == —Oéi]:(U - Uio) . (37)

Symmetry factors for elementary electrochemical steps are typically on the order of 0.5, meaning that
if you increase the potential by 1 mV, you decrease the activation barrier by 0.5 meV.
Taking the base-ten logarithm to Equation [3.6

]:
] = log(kY) + log(6;— i— (U =U?), .
08(r) = 1og(K}) +108(6:-1) + 0t et s (U = UF) (3.5)
and differentiating with respect to potential yields
dlogr  0Ologh;_, F
= i . 3.9
U ou " “RTIn(10) (3:9)

This is the reciprocal of the Tafel slope. If the coverage of the reactant to step i is constant
(9logbi—1/ou = 0), and the symmetry factor is 0.5, this gives

dlogr F 1

oU  °RTIn(10)  120mV’

(3.10)

or a Tafel slope of 120 mV per decade. In contrast, the Tafel slope of RuO,, as mentioned above,
takes on much lower values, as low as 20 mV /decade at very low TOF.

The symmetry factor for an elementary step in theory can not be more than 1 (which would give a
Tafel slope of 60 mV /decade with dlogbi-1/5U = 0), so the only way to have a Tafel slope of less than
60 mV per decade is to have a potential-dependent coverage of the reactant to the limiting step, i.e.,

0 log 01’—1

. A1
50 >0 (3.11)

This implies that the (i — 1)’th intermediate is not at saturation coverage, but is in equilibrium
with empty sites (x) or other intermediates. The stronger the potential dependence (the greater
dlogbi-1/5U), the smaller the Tafel slope. A Tafel slope of 20 mV /decade, observed for Ru Foam at the
lowest potentials, implies (still assuming a; = 0.5) that

dlogt;_1 _Glogr_a' F _ 1 1 1
ou  oU "RTIn(10) 20mV  120mV ~ 24mV "’

(3.12)

or that the coverage of the (i — 1)’th intermediate increases a factor 10 every 24 mV increase in
potential.

In the assumption made above that one step is limiting, the potential-dependence of the coverage
should be explained by the equilibrium between surface species, subject to the conservation law

04 + Ovon + 0.0 + Ox00n = 1 (3.13)

The changing Tafel slope at low overpotential can thus provide crucial insight on which step is limiting
and on the free energies of the intermediates. However, there are many free parameters, and the scatter
of the data in Figure is large, making this challenging. Furthermore, the use of polycrystalline
samples which may have more than one type of active site complicates the assumptions made above.
This work is ongoing.
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3.2.4 The effect of O, in the electrolyte

Many fundamental studies of OER electrocatalysts involve electrochemical measurements in oxygen-
saturated electrolyte. Indeed, the use of an overpotential referenced to 1.23 V vs RHE implies oxygen-
saturated electrolyte, since the equilibrium potential is only 1.23 V vs RHE when reactants and
products excluding (H™ 4 e7) are at unit activity, namely 1 bar O,.

This is analogous to hydrogen evolution reaction (HER) studies, in which a hydrogen-saturated
electrolyte is used. For the case of HER, which is reversible on the best catalysts such as platinum,
the use of hydrogen-saturated electrolyte makes a crucial difference. Indeed, a significant hydrogen
evolution current can be measured at 0 V vs RHE if the hydrogen is transported away from the
electrode surface (Subsection . The importance of having the hydrogen-saturated electrolyte
is that HER and the reverse reaction, the HOR, both occur at appreciable rates at the equilibrium
potential.

However, at potentials sufficient to drive the highly irreversible OER, the equally irreversible
oxygen reduction reaction (ORR) is negligible. This is abundantly clear when looking at Figure
Even if RuO, was a symmetrical catalyst, i.e., as good at OER as ORR, the ORR current would still be
approximately four orders of magnitude lower than the OER current at the lowest potential at which
we could detect Oq evolution, 1.29 V vs RHE. Furthermore, the scaling relations in oxygen evolution
catalysts imply that a near-optimal OER catalyst like RuO, is a rather bad ORR catalyst [136].

Nonetheless, we decided to check if O, saturation of the electrolyte had an effect. The use of
isotope-labeled electrolyte enables the measurement by mass spectrometry of oxygen evolution under
O,-saturated conditions. Figure shows such an experiment. The activity of a crystalline RuO4
electrode is first measured in labeled electrolyte saturated with inert gas. At approximately 3500
s, the electrolyte is quickly saturated with natural O, through the membrane chip, and the activity
experiment is repeated. The m/z=36 (1802) signal looks identical in the two activity measurements,
whereas the background of the m/z=34 (*0'®0) is shifted up due to the natural isotopic distribution
in the O, carrier gas.

The results are grouped by potential in Figure [3.13b and c. There is no significant difference
due to the presence of natural Oy in the current density or 1802 partial current density (Figure
3.13b). The increasing relative difference of the 1802 partial current density and the total current
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Figure 3.12: Zoomed out TOF plot showing actual OER data from Ru and RuO, (Figure ),
centered at the OER/ORR equilibrium potential at 1 bar Oy. A hypothetical ORR curve for a catalyst
with ORR activity symmetrical to RuO,’s OER activity is shown to illustrate that ORR is negligible at
OER potentials.
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Figure 3.13: Activity of crystalline RuO, in He-saturated and '®0O.-saturated 0.1 M HCIlO,
in H;'®0. (a) Experiment as an EC-MS plot. (b) The current density (black) and the partial current
density for '®0 (green) at the end of each constant-potential step. (c) The Faridaic efficiencies for '®0,
(green) and %00 (red) as a function of potential. The error bar represents the uncertainty due to the
standard deviation of the baseline m/z=34 MS signal.

density at smaller overpotential can be attributed to residual electrode charging current during the
last 30 seconds of each constant potential step. Og saturation of the electrolyte makes no significant
difference in the Faradaic efficiency towards '°0'®0 (Figure ), though the error bars in Oy
saturated electrolyte are much larger due to the m/z=34 background. Interestingly, the total labeled
oxygen signal for the highest potentials, where the relative influence of background MS signal and
electrode current loss to electrode charging are smallest, appears approximately 3% larger in the Oq-
saturated electrolyte. This is probably due to an artifact whereby the small flux of O, carrier gas
into the vacuum chamber influences the overall sensitivity of the mass spectrometer (see Subsection
2.2.3). That approximately 12% of the combined O, signal is 16080 reflects the composition of the
electrolyte which is approximately 6% 0 after addition of HCIO,.

The fact that the presence of O, has no influence on the overall OER current density of the
catalyst should be expected, as the ORR current density is insignificant at potentials at which OER
is significant. However, the same cannot be said for the individual steps of the reaction, for which
the reverse elementary reaction might occur at a non-negligible rate. Thus, lack of a significant effect
on the isotopic makeup of the evolved oxygen does have a mechanistic implication, if an unsurprising
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one: the limiting step in OER does not come before the formation of the O-O bond. If the limiting
step were prior to the formation of the O-O bond, then the O-O bond-forming step and all subsequent
steps (Reactions and would be at equilibrium. There would then be a non-negligible rate
for adsorption and dissociation of 1602, and recombination of the adsorbed 1°0 with O from the
electrolyte, giving an increased °0'®0 signal in the evolved oxygen. This does not appear to be
the case at U > 1.42 V vs RHE, though below this potential the uncertainty due to the m/z=34
background is too great to draw any conclusions.

In this Section, I described the use of isotope-labeled electrolyte to take advantage of the low
background signal for 1802 and thus lower the overpotential at which electrochemically produced
oxygen can be detected and quantified. In this final Subsection, I used the lack of scrambling in *60,-
saturated Hy %0 electrolyte to probe the rate-determining step of the OER an RuQ,. Both of these
uses of isotope labeling in OER. research are novel to the best of my knowledge. However, isotope
labeling has been used extensively to probe another phenomenon: the involvement of lattice oxygen
in the oxygen evolution reaction. This is the subject of the next Section.
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3.3 To leave or to remain in the lattice

Many authors, especially in recent years, have taken interest in answering the following question for
various oxygen evolution electrocatalysts, both for alkaline and acidic media:

Question 3.1. During oxygen evolution, is lattice oxygen from the electrode material incorporated in
the Oy produced?

The question is, in other words, whether a material shows “lattice oxygen evolution”. This is a
slightly different phrase from “lattice oxygen exchange” more often used in the literature since both
imply that oxygen is coming out of the material, but the former does not necessarily imply that new
oxygen is going into the material.

The answer to Question [3.I] which can be probed by isotope labeling experiments as described
below, is often claimed to have profound mechanistic implications. Figure shows two examples
from recent works by Grimaud et al in alkaline OER and from Geiger et al in acid OER.
Both observe evidence of an “isotope signal” for some of the materials studied, whereby the oxygen
evolved contains an isotopic label incorporated into the catalyst, implying an affirmative answer to
Question The authors take the further step (which I will claim in this Thesis requires further
nuance) of concluding that lattice oxygen ezchange is an important part of the OER mechanism for
these materials. They propose the mechanisms shown.

To better test for and interpret lattice oxygen evolution, researchers should agree on a working
definition of lattice oxygen (to distinguish from, e.g. surface-adsorbed oxygen and intercalated water).
This is, to the best of my knowledge, broadly lacking. For this Thesis, I use the following definition:

Definition 3.1. Lattice oxygen is oxygen with oxygen-metal bonds which does not reduce to water
or exchange spontaneously with oxygen in the electrolyte at any potential anodic of the open-circuit
potential of the material.

This definition is one motivated by practicality: lattice oxygen is, in other words, the oxygen
for which Question [3.I] can be answered by isotope-labeling studies. Any oxygen that exchanges
spontaneously with the electrolyte will be lost between when the sample touches the electrolyte and
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Figure 3.14: Examples of reported studies probing lattice oxygen evolution. The result of the isotope
labeling experiment and the proposed mechanism is shown. (a), Some perovskite materials including
Lag 55rg.5C003 s show lattice oxygen evolution during OER in 0.1 M KOH. Taken from ref. (b)
Hydrous IrO, formed by potential cycling Ir*®0, in labeled electrolyte shows lattice oxygen evolution in
0.1 M HCIO,. Taken from ref.
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Figure 3.15: Three strategies for isotope-labeling experiments intended to detect lattice oxygen involve-
ment in the OER, diagrammed for the case of vacuum-synthesized NiFe nanoparticles. Taken from Paper
(a) Strategy A involves mass spectrometric detection of evolved O, (EC-MS step) for an unlabeled cat-
alyst in labeled electrolyte. (b) Strategy B involves electrochemical labeling of an OER catalyst followed
by EC-MS in an un-labeled electrolyte. (b) Strategy C involves direct preparation (here by annealing in
1802) of a labeled electrocatalyst followed by EC-MS in an un-labeled electrolyte.

when oxygen is produced. This definition of lattice oxygen excludes, for example, * OH on a Pt
surface, which has a potential-dependent coverage and is thus in equilibrium with HyO over a range
of potentials. For the rutile RuO, (110) surface, the oxygen bridging two ruthenium atoms is strongly
bound with two metal bonds and at most one proton at and above 0.7 V vs RHE , and so would
probably be counted as lattice oxygen (the open-circuit potential in 0.1 M HCIO, after air exposure is
approximately 0.9 V vs RHE); whereas oxygen adsorbed at the CUS site is in equilibrium with H,O
up to about 1.2 V vs RHE , and so would not count as lattice oxygen.

An argument could be made that surface-bound oxygen, even if it fits Definition is not really
lattice oxygen, and that lattice oxygen should only include oxygen below the surface monolayer. This
definition of lattice oxygen would make the mere detection of an isotope signal insufficient to answer
Question since the isotope signal could be coming from the surface monolayer. To prove that
subsurface lattice oxygen is evolved during OER, more than one monolayer-equivalent of isotope
signal would have to be detected.

The examples in Figure [3.14] are but two of many studies seeking to answer Question [3.1} Table
shows a more comprehensive list. The studies go all the way back to some of the earliest DEMS
studies in the 1980’s but have accelerated in the past couple years. The experimental methods (catalyst
preparation, isotope labeling technique, electrolyte, and isotope exchange experiment measurement
technique) are included to aid comparison of the various studies. One clear characteristic of this
compilation is that there is no convergence yet in the literature on the best way to conduct these
lattice exchange experiments.

The studies are approximately evenly split between DEMS or OLEMS for measuring the evolved
oxygen isotopes. Most studies examine the oxygen evolved during potential sweeps (liniear sweep
voltammatry, LSV) or cyclic voltammatry (CV), whereas only a few use constant-current measure-
ments (CP). This is a problem because the redox changes during a potential sweep can destabilize
electrode materials , perhaps giving an isotope signal that would not be present in steady-
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Electrocatalyst Preparation Labeling Electrolyte | Experiment | Result Citation
Pt On DEMS mem- | < 98% B0 | Natural 0.5 | LSV, no excess | Willsau,
brane, oxidized in M H,SO, or | DEMS 180 evolved | 1985 [137]
98% H;°0 1.0 M KOH
Ru and RuO, Sputtered  onto | Natural 0.5 M | CVs, some excess | Wohlfahrt-
Teflon DEMS H,SO, in | DEMS 160 evolved | Mehrens,
membrane 90% Hy®0 1987 [138]
Hydrous IrO, Thermal decom- | Natural 1 M HCIO, | CVs, > 1 ML | Fierro,
position of HIrCly in 10% | DEMS excess %0 | 2007 [139];
on Ti H2180 & chip | evolved rep. in Roy,
EC-MS 2018
nanocrystalline (co-)deposition Natural 0.1 M | CVs, Some  ex- | Macounova,
RuO, and | on Ti mesh and HCIO, in | DEMS cess 80 | 2009 [140]
RugoNip 1055 annealing 98% H,20 evolved at
high n
Molecular Cobal- | Electrodeposition | ~ 87% 0 | Natural CP, integral | 7-15%  of | Surendranath,
tate Clusters of 0.5 mM Co** phosphate headspace 180 loading | 2010 [141]
in labeled phos- buffer evolved
phate
AuO,, Au oxidized at 2.0 | < 98% O | Natural 1| LSV, ~ 1 ML | Diaz-
V in 98% H530 M HCIO, | OLEMS 180, Morales,
evolved 2013 (142
polycrystalline, oxidized in 98% | < 98% O | Natural 0.1 | CVs, Little to no | Stoerzinger,
(110), (100), | H%0 M  KOH | OLEMS excess 180 | 2017 [143]
(101), and (111) or 01 M evolved
RuO, H,S0,
Spinel Co30, as-received Natural 0.5 M KOH | CVs, 34% ML | Amin, 2017
in 10% | DEMS excess %0 | [144]
H,'80 evolved
Spinel Co30, electrochemically | < 10% O | Natural 0.5 | CVs, 12% ML | Amin, 2017
cycled in 10% M KOH DEMS excess 0 | [144]
H,80 evolved
LaCoOg solid-state  syn- | < 98% B0 | Natural 0.1 | CVs, little to no | Grimaud,
thesis, oxidized in M KOH OLEMS excess 80 | 2017 [123]
98% Hy%0 evolved
Lag 5S105C004 5 | solid-state  syn- | < 98% °0 | Natural 0.1 | CVs, Some  ex- | Grimaud,
thesis, oxidized in M KOH OLEMS cess 180 | 2017 [123]
98% H,%0 evolved
PrysBagsCo0; 5 | solid-state  syn- | < 98% °0 | Natural 0.1 | CVs, Some  ex- | Grimaud,
thesis, oxidized in M KOH OLEMS cess 180 | 2017 [123]
98% H;%0 evolved
SrCoO3_4 solid-state  syn- | < 98% O | Natural 0.1 | CVs, Some  ex- | Grimaud,
thesis, oxidized in M KOH OLEMS cess 180 | 2017 [123]
98% H,®0 evolved
Nig 75Feq250Hy | electrodeposition | Natural 0.1 M KOH | CVs, chip | <0.1% lat- | Roy,
film in 97% | EC-MS tice O evo- | 2018 [145
H;%0 lution (Paper
Nig 75Feg250,Hy, | cluster source, | Natural 0.1 M KOH | CVs, chip | <0.1% lat- | Roy,
7 nm nanoparti- | electrochem. in 97% | EC-MS, tice O evo- | 2018 [145
cles oxidation H;%0 1SS lution (Paper
Nig 75Fe.250xHy, | cluster source, | Estimated | Natural 0.1 | CVs, chip | <0.1% lat- | Roy,
7 nm nanoparti- | electrochem. ox- | 50% Hy%0 | M KOH EC-MS, tice O evo- | 2018  [145]
cles idation in 97% ISS lution (Paper
H;%0
Nig 75Feg.9505Hy, | cluster source, | Estimated Natural 0.1 | CVs, chip | <0.1% lat- | Roy,
7 nm nanoparti- | thermal oxidation | 50% Hy*O | M KOH EC-MS, tice O evo- | 2018  [145]
cles in 180, ISS lution (Papcrm
Rutile IrO, Reactive sputter | ~ 99% O | Natural 0.1 | CP, little to no | Geiger,
deposition  with M HCIO, | OLEMS 180 evolved | 2018 [113]
99% 180,
Hydrous IrO, Potential cycling | ~ 97% B0 | Natural 0.1 | CP, some PO Geiger,
of sputtered M HCIO, OLEMS evolved 2018 [113
Ir'%0, film in
97% H,20

Table 3.1: Isotope-labeling experiments in the water oxidation electrocatalysis literature
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state OER. Of those that measure a lattice oxygen evolution signal, some attempt to quantify the
signal in terms of the total or surface oxygen loading of the catalyst [139|141}|142|/144] whereas many
observe an isotope signal but do not quantify it [113,|123,13§].

The most pronounced difference between the experiments is in how the catalyst and electrolyte
are isotope labeled. Broadly, there are three strategies:

e A. The catalyst is prepared without any labeled oxygen. The lattice oxygen is thus 0.2% 180.
Oxygen evolution is then measured in labeled electrolyte with an increased *O concentration
[138-1404|144}/145].

e B. The catalyst is originally prepared with the natural isotopic ratio, but then it is used for
oxygen evolution in a labeled electrolyte. If the OER mechanism involves an exchange between
the lattice oxygen and the electrolyte, this will result in labeling of the electrocatalyst with a
180 concentration in the active lattice sites up to that of the electrolyte. This electrochemically
labeled catalyst is then transferred to un-labeled electrolyte, and the isotopic composition of the
evolved oxygen is measured. [123}/137,({142,/1441145,(147].

e C. The final strategy is to prepare the catalyst from the start with labeled oxygen, and then mea-
sure the isotopic composition of the the O, evolved in labeled oxygen. Techniques to synthesize a
labeled catalyst include electrodeposition in labeled electrolyte [141], heating a metal precursor
in a 1802 atmosphere [145], and reactive sputtering with 1802 in the sputtering plasma [113].

These three strategies are illustrated schematically for the case of mass-selected nanoparticles in
Figure taken from Paper[[I] The coming Subsection motivates and describes the isotope labeling
studies in that paper.

All of the experiments described in this Section are somewhat tedious to describe, especially
because I have gradually been identifying mistakes in their procedures and learning to do them better.
The Subsections of this Section may help in understanding many of the techniques used in literature,
especially our own Paper [[I, but a reader who is pressed for time may wish to skip to Section
which shows what I've come to think is the “correct way” to do isotope-labeling experiments.

3.3.1 Determining the TOF in NiFe nanoparticles

As described in Subsection [3.1.2] our group prepared a model system of vacuum-synthesized, mass-
selected Nij 75Fe( 95 nanoparticles in order to determine the turn-over frequency (TOF) of nickel-iron
based electrodes for water oxidation in alkaline media. The primary motivation for the isotope-labeling
experiments in this project was actually not to probe lattice oxygen reactivity, but instead to inform
our estimate of the number of active sites for the TOF calculation, as explained below. The full story
is in Paper [T}

The activity of nanoparticles for a given (electro)catalytic reaction is influenced by the nanoparticle
size [148]. In general, the mass-normalized activity increases with smaller nanoparticle size, as the
surface area to volume ratio of a particle increases with decreasing diameter. However, this is not
always the case. If, for example, the reaction is most facile on a specific type of surface site (for example,
if terraces are more active than edges), then there can be an optimum in nanoparticle size. This
appears to be the case, for example, in CO4 reduction to hydrocarbons on copper nanoparticles |149]
and oxygen reduction on platinum nanoparticles [150]. Alternately, if the bulk of a material is active
for a reaction, as has been suggested for NiFe-based OER catalysts [126/151], then the mass-normalized
activity would not vary with nanoparticle size.

As mentioned in Subsection the cluster source synthesis enables us to know the exact mass
and surface loading of each sample. Figure shows the turn-over frequency at 1.53 V as a function
of nanoparticle size vs RHE calculated with three different assumptions about the number of active
sites: TOFp,k assumes all metal atoms are active, TOFgrface assumes metal atoms on the outer
surface of the nanoparticle are active, and TOF .qox assumes one active site per electron transfered
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Figure 3.16: Activity and redox feature of NiFeO,H, nanoparticles in 1.0 M KOH. (a), Turn-over
frequencies using three different assumptions about the number of active sites, as a function of particle
size. (b), Cyclic voltammagrams of all samples used for the TOF measurements, zoomed in on the redox
feature. (c), The number of electrons transfered in this redox feature, normalized to the calculated number
of surface atoms, as a function of particle size. Taken from Paper [[I] (a) is from the main text and (b) and
(c) are from the SI.

during the N12+/ Ni*H/4+ redox couple just before the onset of OER. This redox couple is shown for
all of the samples in the CV’s in Figure [3.16pb.

Since TOFy,x (which is proportional to the mass-normalized activity) does indeed decrease with
increasing nanoparticle size, we conclude that the bulk of these nanoparticles do not participate in
the oxygen evolution reaction. On the other hand, the TOFgy face and TOF cqox do not show clear
trends with nanoparticle size. This is consistent with each surface atom being an active site, or with
each electron transferred during the redox wave representing an active site. For the electrodeposited
NiFe LDH (also described in Subsection , the exact loading was unknown and so only TOF eqox
is shown. This is lower than TOF,.qox for the nanoparticles, indicating either that the number of
electrons transferred in the redox feature is not the best way to measure the number of active sites,
or that the activity of the active sites differ for these two differently synthesized materials.

Figure shows the number of redox electrons per Ni atom (black, left y-axis) and per surface
Ni atom (red, right y-axis). The latter is equal to the ratio between TOFgyface and TOF eqox. For
the smallest nanoparticles, the entire nanoparticle appears to be redox active, with approximately
one redox electron transferred per nickel atom in the sample, whereas for the larger nanoparticles,
there are fewer than 1 electron transferred per nickel atom, indicating that the particles have a redox-
inactive core. There are three to five electrons transferred per surface Ni atom, indicating that the
redox feature penetrates below the outer surface of the nanoparticles. The question is then whether
the redox-accessible portion of the nanoparticle is also OER active. This is illustrated in Figure 317}

The question of whether the redox-active near-surface region contributes to OER is related to the
question of which species carries the charge in and out of this region during the redox transition. If
it is OH", then it is reasonable to believe that H,O and O, can also move through the near-surface
region, and that the near-surface region can contribute to the OER, which in alkaline electrolyte can
be written

40H — Oy +2H,0 +4e . (3.14)

Unfortunately, the transport mechanism involved in the nickel redox feature is still not known [117].
It is often written by the nominal reaction

Ni(OH), <— NiOOH + (H' +e), (3.15)

but in addition to protons, hydroxide and solvated cations have all been suggested as possible charge
carriers [153].

We therefore sought to answer the question by another means. We reasoned that, if the redox-
active subsurface region participated in the oxygen evolution reaction, then the H,O and/or OH™
originally in that region would be oxidized to Oy which we could differentiate from oxidation of the
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Figure 3.17: Two competing models of the nickel redox feature and oxygen evolution in NiFe nanoparti-
cles. Left, The redox-active near-surface region is permeable to OH™ and O,, and contributes to the OER.
Right, The redox-active near-surface region is only accessible by proton shuttling and does not contribute
to OER. The diagram on the far left of a proposed layered structure for the redox-permeable NiFeOOH
region is from Friebel, 2015, ref. |152,

bulk electrolyte by isotope labeling. We performed the three isotope-labeling procedures described in
Figure [3.15| on mass-selected 7nm NiFe nanoparticles:

For procedure A, the as-synthesized nanoparticles were cycled between 0.5 V and 1.6 V vs RHE
in un-labeled electrolyte, to form the hydrated redox-accessible near-surface region implied by Figure
3.16c. The sample was then transferred to the EC-MS setup, where the cell was filled with labeled
electrolyte (0.1 M KOH in 97% H2180), and the potential was cycled up to where oxygen was evolved
(1.55 V vs RHE). The advantage to procedure A is that there is no doubt about the initial isotopic
composition of the oxygen in the catalyst, as the electrode has only been exposed to natural oxygen.
The disadvantage is that the **0 impurity in the labeled electrolyte limits the sensitivity.

For procedure B, the as-synthesized nanoparticles were cycled between 0.5 and 1.6 V vs RHE in
labeled electrolyte. A disadvantage here is that there is inevitably less than perfect control over the
isotopic composition of the electrocatalyst, since it might interact with air after being taken out of the
vacuum chamber and before being placed in labeled electrolyte. We actually tried to minimize this by
having a pipette with labeled electrolyte ready at the load-lock, and could bring down the time in air
to 15 seconds, but in 15 seconds on the order 0f 107 %0, molecules will have hit each surface site and
had a chance to react [51]. We expect, as a worst case, that the oxygen in the labeled catalyst consists
of 50% 0, due to formation of M*®0, with M=Ni, ;sFe 95, when exposed to air and subsequent
formation of M(*®OH)(*®*0H) when cycled in labeled electrolyte. This is indicated in Figure

For procedure C, the as-synthesized nanoparticles were left in the vacuum chamber, where 1802
was dosed and the sample was heated to 450°C. The nanoparticles were thus already oxidized when
taken out into air, and presumably retained a high degree of labeled isotopic purity and the nominal
M'"0 formula. However, the sample was then put directly into the EC-MS setup with un-labeled
electrolyte, where the nanoparticles likely hydrated to M(*®*OH)(*®0OH) as illustrated. In hindsight, it
would have been better to cycle the particles in labeled electrolyte prior to EC-MS testing to achieve
a nominal M(**OH), formula.

In addition to the NiFe nanoparticles, we also tested an electrodeposited NiFe oxyhydroxide film
(described in subsection in the same electorlyte, and an IrO, material produced by thermal
decomposition of HIrClg. The latter material was produced by dropcasting a solution of 5 mM HIrClg
on a titanium stub and annealing in air at 500°C for two hours. This is the same material tested
for lattice exchange in Fierro et al, 2007, ref. (139 In that study, the authors saw a significant
amount of lattice oxygen evolution as an excess 1°0 signal during the first cyclic voltammagrams in
180-labeled electrolyte (see Table . Both the NiFe oxyhydroxide electrodeposited film and the
thermal decomposition IrO, samples were tested according to Procedure a: They were prepared with
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Figure 3.18: EC-MS results for isotope experiments on (a-c) NiFe NPs (a, b, and c correspond to
procedures A, B, and C in Figure ; and (d) an electrodeposited NiFe thin film and (e) an IrO, thin
film produced by thermal decomposition of HIrClg in air, by procedure A. The signal for O, produced in
the largest portion by oxidation of the electrolyte (m/z=36 for procedure A and m/z=32 for procedures
B and C) is plotted on the right y-axis, and the other O, isotope(s) on the left y-axis. m/z=32 is omitted
as a minority isotope since it is dominated by the background due to residual natural O,. (f) The excess
minority isotope (*°O for procedure A and '®0 for procedures B and C) is quantified and normalized to
(solid bars, left y-axis) the number of surface atoms in the catalyst or to (hashed bars, right y-axis) the
total O, evolved during the part of the experiment shown here. From the SI of Paper E
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the natural isotope ratio, and tested for lattice exchange in labeled electrolyte. The NiFe film was
tested in 0.1 M KOH in 97% H4'®O like the NiFe nanoparticles. The IrO, was tested in 1.0 M HCIO, in
97% H2180. The higher concentration of HCIO, meant that the final isotopic purity of the electrolyte
was lower.

The raw EC-MS results for these five isotope-labeling experiments (NP’s procedure A-C, NiFe film
and IrO, procedure A) are shown in Figure [3.18p-e.

Here, a quick note on this plotting form: in this type of isotope labeling experiments, a “positive”
result is an isotope signal originating from the electrocatalyst, namely a (transient) isotopic composi-
tion of the evolved O, that cannot be explained by the composition of the electrolyte. A “negative”
result, on the other hand, is one in which the isotopic composition of the evolved O, always reflects
the isotopic composition of the electrolyte. It therefore makes sense to plot the results in a way where
deviations of the measured O signal and the expected O, from oxidation of the electrolyte are clearly
visible. After trying a few different plotting strategies, our group thinks that the best way to do
so, without hiding any information, is to co-plot the MS signals, scaled according to the expected
ratio. This can be done by multiplying one of the signals by the expected ratio, or by using two
y-axes scaled according to the expected ratio. The latter technique is used in Figure 3.I8h-e. In
each case, the “expected ratio” was taken to be the background-corrected steady-state ratio during a
constant-current OER measurement (0.5 mA/cm? for 10 minutes) taken right after these cycles. In
this constant-current period, the total amount of O4 evolved was much greater than the amount of
oxygen in the catalyst, ensuring that the steady-state ratio reflected the isotopic concentration of the
bulk electrolyte.

When plotted this way, it is immediately clear that there is a very small amount of excess %0
evolved in procedure B (Figure ) in the form of 0, (m/z=36) and *0'°0 (m/z=34), a much
larger amount of excess °0 evolved from IrO, ) in the form of 00, and little to no isotope
signal in any of the other samples.

The astute reader may have noticed a rather important experimental mistake: each experiment
starts with an anodic scan from OCP, but for the NiFe nanoparticles in both procedures A (Figure
3.18n) and C (Figure ), the first cycle does is not anodic enough to produce a significant O,
signal, and the sample is cycled through the Ni redox couple before a significant amount of O, is
evolved. If oxygenated species are transferred or mobile during that redox reaction, then the labeled
intercallated OH™ or O5 might escape to the bulk electrolyte before it can be oxidized to O, and
detected. We were aware of this mistake while preparing the manuscript, but did not get a chance
to repeat these experiments, which were quite challenging for two reasons: (1) The cluster source
synthesis was expensive and demanding, and (2) The membrane chips used in the EC-MS experiments
at the time were not alkaline-resistant, and so chips would often breach during the measurement. So,
after much frustration, we decided to use this data. We concluded, however, that it did not influence
the interpretation of the results, for the following reasons: (1) We figured that at least some of the
O species, such as those bound to nickel in OH groups, would stay put during the redox reaction,
and (2) The results for procedures A and C were broadly consistent with the results for procedure B
(Figure 3.18p) and for the electrodeposited film (Figure [3.18f), where the anodic potential of the first
scan was high enough to give a significant oxygen signal.

In hindsight, this mistake is part of the simpler and more general mistake of using potential scans
rather than constant-potential or (even better) constant-current experiments, since, in general, it is
best to hold as much constant as possible when studying a transient phenomenon. In this case, it is
best to hold the total O, production rate constant when studying potentially transient changes in its
isotopic composition.

Figure shows a quantitative comparison of the five isotope-exchange experiments from Figure
—e. The excess lattice oxygen (*°0 for procedure A and **0 for procedures B and C) is calibrated
and normalized to either the number of surface sites (i.e., monolayers, solid bars, left y-axis) or to the
total amount of O, evolved (right y-axis). In the case of the IrO, catalyst, a significant portion (=
6%) of the O, contained "unexpected” '°0, indicating that it came from the lattice. For all of the
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NiFe samples, the portion of the evolved Oy containing O from the lattice was under 0.5%, with the
apparent highest amount coming from the film and the nanoparticles tested by procedure A. Procedure
A has the highest expected amount of %00 because the purity of the labeled electrolyte (< 97%
H;®0) is less than than the purity of the un-labeled electrolyte (~ 99.8% Hy®0). This indicates that
the the apparent portion of evolved O, containing lattice O when analyzed by this method is related to
the noise level of the m/z=34 signal, i.e., that it doesn’t necessarily represent real lattice O evolution,
which could be zero. The amount of lattice O evolved, when normalized to the number of surface
sites, is &~ 2 monolayers for the IrO, catalyst and < 2% of a monolayer for all NiFe samples.

We concluded therefore, that only the outer surface of the nanoparticles are active, implying that
the turn-over frequency closest to the truth is TOFgyace, Which for the 5.4 nm nanoparticles is =
6 s~!. This is a record for OER in alkaline electrolyte, as shown in Figure at the start of this
Chapter.

Even if the experimental mistake mentioned above weakens the conclusion that the redox-active
near-surface region does not participate in the OER, it does not invalidate these experiments as
evidence for the other conclusion of the isotope-labeling experiments: Lattice oxygen is not exchanged
during the oxygen-evolution reaction. This relies on Definition of lattice oxygen, which excludes
oxygen that would be exchanged in the Ni*™ / Ni3* redox feature.

To illustrate the sensitivity of the experiments for lattice oxygen evolution, if it occurred, we
plotted the data in another way. The majority isotope from electrolyte oxidation (1802 for procedure
A, 1602 for procedures B and C) is scaled down according to the isotopic composition of the electrolyte
and plotted on the same axes as the other two O, isotopic signals, as the “expected” 160180 signal.
The first scan with significant oxygen evolution is shown for each sample. On the same axes, we plot
the expected excess %00 signal if just 1% of the lattice O were to come out as O,. The area of this
signal (in pmol) is based on the known metal loading and the nominal formula in Figure The
shape is based on the mass transport model in Paper [ This modeled signal should be compared to
the difference between the measured and expected °0'0 signals. In all cases, it is clear from the
difference of the measured and expected signals, and the noise levels, that much less than 1% of the
lattice O, if any, is evolved during the first cycle.

Finally, if lattice oxygen is not exchanged during OER, that should mean that it is still present in
the catalyst afterwards. To test this we did ion scattering spectroscopy (ISS, also known as low-energy
ion scattering, LEIS) on the as-deposited nanoparticle samples, and again after the EC-MS experiment.
The results are shown in Figure [3.I9[-f. The interpretation of the ISS spectra is complicated by the
fact that some residual potassium, presumably in the form of KOH, is present on the surface of the
sample, even after thorough rinsing with ultrapure water (procedures B and C) or labeled water
(procedure A). The oxygen in this KOH thus has the isotopic composition of the electrolyte, which is
the opposite of that expected in the catalyst. This likely explains the O signal in the ISS spectrum
for procedure A (Figure ), whereas we explain the %0 signal as lattice oxygen which has not
exchanged during OER. This is supported by the fact that the %0 / 180 ratio increases after the sample
is subject to argon sputtering in the vacuum chamber. On the other hand, the potassium signal is
much lower in procedues B and C, especially after sputtering, perhaps due to the greater ease of
rinsing with non-labeled water. Here, the isotope ratio converges to 1:1, which matches the nominal
stoichiometry motivated in Figure and the text earlier in this subsection. Together these EC-MS
and ISS results make us confident that there is little to no exchange of lattice oxygen during OER in
nickel-iron based catalysts for alkaline water oxidation.
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Figure 3.19: (a-c) Analysis of EC-MS results and (d-f) ISS spectra of the samples as-prepared and post-

OER for procedures A (a and d), B

(b and e), and C (c and f). The experimental procedures are illustrated

in Figure and the raw EC-MS data is shown in Figure The modeled signal for 1% exchange of
lattice oxygen should be compared to the difference between the expected and measured °0'®0 signal.
Procedure A is from the main text and Procedures B and C are from the ST of Paper@
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3.3.2 A contradiction

The attentive reader may have noticed a contradiction:

In Section I noted that the acid-electrolyte OER activities of all RuOy films and Ru foams
converged when normalized to the capacitance of the films, which I pointed out is consistent with an
assumption that all of the surface area accessible to the electrolyte for redox and capacitive charging
is also active for the oxygen evolution reaction.

However, in Paper [T} we argue that only the outer surface of the nanoparticles is active for alkaline-
electrolyte OER, even though the Ni redox feature penetrates ~ 3-5 monolayers into the nanoparticles.
This argument is quite central to the paper, as the conclusion that catalytic activity is confined to the
outer surface of the nanoparticles is used to calculate the record TOF of 6 s~! at an overpotential of
300 mV.

We motivate the argument that OER occurs only on the outer surface, and not in the redox-
active near-surface region, by isotope-labeling studies that always show O, with the same isotopic
composition as that of the electrolyte. Our reasoning is that OER activity below the surface would
either involve lattice oxygen evolution or oxidation of low-mobility intercalated water. We hypothesize
that the redox activity below the surface is only due to proton shuttling.

This contradiction is especially troubling in consideration of the fact that unlabeled RuO, films
also do not give an isotope signal during OER in isotope-labeled electrolyte. IL.e., sputtered RuO4
also gives a negative result to Strategy A in Figure. This is evident, for example, in Figure
in the previous Section, where there is no excess °O evolution during the first cycles in *O-labeled
electrolyte (i.e., the m/z=34 to m/z=36 ratio is constant throughout the experiment). Apparently,
the water in the porous structure of high-surface-area Ru and RuO4 has no trouble diffusing out of
the pores before the onset of OER, unlike our assumption for NiFe oxyhydroxide.

One motivation for these differing lines of reasoning for the two materials is that the porosity is
on a different scale: whereas the nanoscale domains and cavities in hydrous RuO4 are on the order of
a few nanometers [130], the metal-metal spacing between the layers in NiFe layered double hydride is
only 0.4 to 0.8 nanometers, and the layers are interconnected by hydrogen bonds, depending on the
phase [117]. Thus, there is more room for water and other species to diffuse in and out of amorphous
RuO,. Another is the TEM images of the NiFe nanoparticles (Paper [l Figure 4) which indicate that
they are non-porous both before and after the reaction (unfortunately, we do not have TEM images
on the sputtered RuO, films).

Nonetheless, the uncertainty evident in this contradiction, together with the imperfections men-
tioned above of the isotope experiments in Paper [[I, mean that the conclusion of no OER activity in
the redox-active near-surface region should be taken with a grain of salt. We think that these issues
should motivate research into the charge transfer and mass transport processes during (near-) surface
redox reactions at the oxide-electrolyte interface for oxygen evolution catalysts. A better understand-
ing of these transport processes is essential for determining the number of sites that participate in the
oxygen evolution reaction, which in turn is essential for developing catalysts with improved intrinsic
activity [115].

In defense of Paper [[T, we do leave somewhat open our conclusion that only the outer surface is
active, and we state clearly the assumptions that is based on.

3.3.3 Electrochemically labeled RuO, films

As mentioned at the beginning of this Chapter, oxides of iridium and ruthenium and materials based
on such oxides are the only known active and somewhat stable oxygen evolution catalysts in acidic
electrolyte |[115,/118]. The electrocatalytic mechanism of such materials has therefore been the subject
of many studies, including several using isotope-labeling [123,|138-140,/143]. Some details of these
studies are compiled in Table

In Section I described activity measurements on well-characterized sputtered RuO, films in
isotope-labeled electrolyte (0.1 M 97% H2180), effectively giving us procedure A of Figure for
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free, but did not then go into detail on the possibility of lattice oxygen evolution. In contrast, in
Figure I showed a lattice exchange study on a poorly-characterized IrO, film formed by thermal
decomposition of HIrClg, reproducing the result, first reported in reference |139, of significant lattice
oxygen evolution on that material. In this Subsection, I describe isotope-labeling experiments on the
RuO, materials described in Section Sputtered thin films (and cluster source nanoparticles) can
be thought of as a model system, in contrast to the more practical but harder-to-understand real
catalysts like the thermal-decomposition IrO, (and electrodeposited NiFe). Compared to the previous
literature, the work presented here adds the high sensitivity of the chip-based EC-MS system as well
as surface isotopic characterization by ion scattering spectrometry (ISS).

Part of our motivation for studying OER in acid, in addition to the technological importance of
PEM electrolyzers, was a practical consideration: The silicon membrane chips of the EC-MS setup
are unstable in alkaline, but stable in acid. Thus, after a frustrating experience involving many
experiments being compromised due to chips breaching in the work leading to Paper [[I, we wanted to
work on something (relatively) easy.

The isotope-labeling experimental techniques that we used at first on the RuO, films were there-
fore directly taken from those described in the paper above: cyclic voltammatry of un-labeled or
electrochemically labeled films, where a ”positive” result is a changing isotope ratio during from cycle
to cycle. Figure [3.20] shows the results of such experiments on room-temperature sputtered RuO,
films. The sample was first tested according to Procedure A of Figure|3.15] i.e., the isotopic ratio was
observed during OER from an un-labeled sample in labeled electrolyte. The result, in Figure [3.20k
is that there is no excess °0 in the evolved 0,. The sample was then tested according to Procedure
B, i.e. labeled electrochemically and then tested in un-labeled electrolyte. Procedure B can be more
sensitive than Procedure A due to the high isotopic purity (99.8% '°0) of natural oxygen.

Some authors have used steady-state OER as a labeling technique [123}|143]. This, however, only
succeeds in labeling the catalyst if there is a significant amount of lattice exchange, incorporating the
oxygen from the electrolyte into the catalyst. Therefore, we used ion scattering spectrometry (ISS) as
a direct determination of isotope labeling. The black trace in Figure |[3.20d is an ISS spectrum of an
Ru'®0, film after OER in *®0-labeled electrolyte (specifically, after the activity test in Figure of
the previous Section). There is a clear 160 peak, centered at 375 €V, but no sign of **0, indicating
that OER does not incorporate oxygen from the electrolyte into the lattice of RuOy. This is consistent
with the lack of lattice oxygen evolution that has been reported before for crystalline RuO, [143], but
the (absence of) labeling had not been directly probed.

Since OER itself did not incorporate the oxygen from the electrolyte into the sample, to produce
a labeled sample, we instead tried reducing and oxidizing the sample in labeled electrolyte. This
procedure is shown in Figure [3.20b. The sample is cycled between -0.05 V vs RHE, where hydrogen
evolution takes place, and +1.4 V vs RHE, where oxygen evolution takes place. This is intended to
incorporate the new isotope in the lattice according to the following nominal reactions near the surface
of the electrode:

Ru'®0, + 4(H" + ¢) — Ru + 2H,°0
Ru 4 2H5%0 — Ru'®0, +4(H" +¢) (3.16)

The sample was finally held at 1.4 V vs RHE for 5 minutes to ensure that the surface was oxidized
when the sample was removed from electrolyte.

The blue trace in Figure [3.20d shows an ISS spectrum of a sample thus labeled. Both oxygen
isotopes are clearly present. To ensure that these are not just loosely bound surface species such as
adsorbed H,0O from the electrolyte and/or air, the sample was sputtered in He before taking another
spectrum, shown in the green trace. The increase in the Ru signal at =~ 850 eV indicates that some
surface species are indeed removed, while both oxygen isotopes remain. The presence of 180 indicates
that the surface of the sample was successfully labeled. However, there is still a significant amount of
160, indicating that Reactions are not carried out completely. In other words, the surface is not
completely reduced during the labeling procedure. The approximately 1:1 ratio may indicate that 2
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Figure 3.20: Lattice oxygen evolution experiments on RuQ, film sputtered at room temperature with nat-
ural O,. (a), The first cyclic voltammagrams of a fresh, un-labeled sample (Ru'®0,) in labeled electrolyte
(0.1 M HCIO, in 97% H5'®0). The left (*0**0 and '%0,) and right (**0,) y-axes are scaled according
to the *0'®0 to '®0, measured during steady-state OER later in the experiment. (b), Electrochemical
labeling procedure to incorporate ®0 from the labeled electrolyte into an un-labeled sample. (c), The
first cyclic voltammagrams of an electrochemically labeled sample in unlabeled electrolyte (0.1 M HCl1O4
in 99.8% H,'%0). The left (*°0'®0 and '®0,) and right (*°0,) y-axes are scaled according to the natural
15080 to H5'%0 ratio of 0.40%. The area between the 030 and '°0, signals thus plotted, which is
approximately 50 pmol in total on the scale of the left y-axis, is highlighted. (d), Ion scattering spectra of:
(black) a sample that has evolved oxygen in labeled electrolyte (potential holds and cycling between 1.2
and 1.5 V vs RHE) but not brought to reducing potentials; and a sample that has been electrochemically
labeled directly after loading in the vacuum chamber (blue), after 30 minutes of He sputtering (green),
and after 30 minutes of Ar sputtering (red).

electrons are transferred rather than 4 in the (near-)surface redox processes taking place between -0.05
and 1.4 V vs RHE. Using the (110) surface to approximate the surface sites of this polycrystalline
sample, the observation of 1:1 180:1°0 in ISS could perhaps indicate exchange of Bridge-bound O but
not the trigonally coordinated surface O. This is consistent with the surface species as a function of
potential proposed by Rao et al, 2017, ref. In that study, using the ”crystal truncation rods”
of single-crystal x-ray diffraction, the authors show that bridge sites are fully protonated at 0.5 V
vs RHE, indicating that they may exchange spontaneously with water. Any CUS-adsorbed oxygen
would exchange with electrolyte, but would likely be too loosely bound for ISS observation, as it would
desorb when the sample is pumped down in the vacuum chamber . However, it should also be
noted that we are by no means certain of this interpretation - it could be that both CUS and Bridge
oxygen atoms are both sputtered away by He at the start of the scan, and that ISS is probing oxygen
below the adsorbate layer.
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To test whether the procedure in Figure also labeled the bulk of the sample, we then sputtered
the sample with argon for 30 minutes. A separate calibration experiment was done in which a 5 nm
RuO, film on Ti was sputtered through until the substrate was visible in ISS, taking a total of about
2.5 hours of Ar sputtering with all other parameters held the same. This indicates that 30 minutes of
Ar sputtering removes approximately 1 nm of material. The subsequent ISS specrum, the red trace
in Figure has a much smaller O to '°0 ratio, indicating that there is little to no labeling of
the bulk of the material. (We don’t believe the Ar sputtering to be completely uniform, so the small
amount of remaining 0 signal probably still comes from the surface and doesn’t reflect the isotopic
composition exactly 1 nm into the bulk). This sputtering, of course, was destructive to the isotope
labeling of the sample, so another sample was labeled by the same procedure for an EC-MS test of
lattice oxygen evolution.

Figure shows the oxygen evolved in unlabeled elctrolyte (0.1 M HClO, in natural Hy0)
during cyclic voltammatry of a film thus labeled. The axes are scaled according to the natural ratio
such that the %00 signal (red trace, left y-axis) and '°0, signal (black trace, right y-axis) would
coincide exactly if all of the oxygen atoms in the evolved O, came from the electrolyte. Compared to
this baseline, there is clearly some excess %00 in the first cycles, with the isotopic ratio converging
to the expected natural ratio after about six cycles. Integrating the excess °0'%0 signal (i.e., the
highlighted area in Figure ) gives a total of 50 pmol of O that must have originated in the lattice.
Since the lattice was only 50% labeled, this would imply that 100 pmol of lattice O was evolved.
Considering the high surface area of the room-temperature-sputtered films (Figure , this is only
approximately 0.7% of a monolayer. It is also only =~ 0.1% of the total Oy evolved during the first six
cycles.

Our ability to measure lattice oxygen evolution on RuO,, in contrast to ref. |[143], is due to the
labeling procedure and increased sensitivity of the chip-based EC-MS technique, and is not inconsistent
with their results. Our ability to quantify the evolved lattice oxygen and compare it both to the
number of surface sites and to the total oxygen evolved, enable us to determine that it is negligible
with respect to the OER activity. Indeed, the conclusion of the quantitative isotope-labeling studies
is that the catalytically relevant OER mechanism on sputter-deposited RuO4 does not involve lattice
oxygen evolution.

As mentioned earlier in this Section, cyclic voltammatry has the disadvantage that too many
things are changing at once: a potentially transient isotopic signal gets convoluted in the changing
state of the catalytic surface with potential. The appeal of using scans is that, in principle, a number
of potentials are quickly sampled [140], and that the isotopic ratio can easily be compared from one
scan to another [139]. However, partial reduction and re-oxidation of the (near-) surface might create
unstable sites that would not be present under steady OER operation. It might also reduce out the
lattice O as water.

Therefore, I also monitored the O4 evolved during constant-current measurements on electrochem-
ically labeled RuO, films. The films were prepared and labeled as described above (R.T. sputtered,
cycled between -0.05 and +1.4 V vs RHE in labeled electrolyte). OER was then measured at 100
pA (a geometric current density of 0.5 mA/cm?) for 5 minutes. The results, done in triplicate, are
shown in Figure —c) and discussed below. For comparison, a Ru foam sample (Subsection
and polycrystalline Pt stub were also electrochemically labeled and tested in the same way, with the
results shown respectively in Figure [3.21/d and e.

As mentioned in Chapter [2] isotope effects can sometimes be observed in mass spectrometry signals
as a result of “memory effects” from the vacuum chamber. This problem, unfortunately, had not yet
been recognized for any of the earlier experiments described above in this Chapter, but fortunately
did not seem to influence the results. To “clear the memory” of the vacuum chamber, it was baked
at 100°C overnight while HyO-saturated He was leaked through the chip capillary. To make sure the
vacuum chamber was un-labeled, I then started the exchange measurements with a control sample - a
fresh, unlabeled RuO, sample, which was tested and analyzed in exactly the same way as the labeled
samples. The result for the control is shown in Figure [3.21f. When the 1°0'80 signal is <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>